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Abstract

PAMELA is a satellite-borne experiment mounted on board of the Russian Resurs
DK1 satellite which was launched from the Baikonur cosmodrome in Kazakhstan on
June 15th 2006. The satellite orbits around the Earth on a semi-polar and elliptical
trajectory and PAMELA has been acquiring data for almost six years. The detector
was designed and optimised for the study of the antimatter component in the cosmic
radiation. The PAMELA apparatus consists of a time-of-flight system, a permanent
magnetic spectrometer, an electromagnetic calorimeter, a neutron detector and an
anticoincidence system. Combining information from different detectors and in
particular from the calorimeter, positrons can be identified from the significant
background due to cosmic ray protons.

The interest in cosmic ray positron measurements considerably increased in the
last years because of new experimental results. The positron fraction measured by
the PAMELA detector clearly increases with energy above 10 GeV. This is not in
agreement with a pure secondary positron production, thus indicating a probable
primary origin of positrons. In this context, a measurement of the positron fraction
and of the positron flux up to the maximum energy permitted by the PAMELA
design becomes extremely important.

In view of extending positron measurements, a method for positron identifica-
tion has been studied. The method uses longitudinal and transverse shower profile
variables in the calorimeter for separating electromagnetic and hadronic showers.
This method has been first tested on simulated positron and background proton
events produced in two different energy ranges (20 − 100 GeV and 100 − 300 GeV).
Proton contamination can arise in identified positron events due to the production
of neutral pions which decay electromagnetically. Positron and electron events have
been identified from positively and negatively charged particles in flight data, al-
lowing the positron fraction and the positron flux to be reconstructed up to an
energy of ∼ 300 GeV. As a cross-check, a multivariate approach has also been
applied to flight data in order to estimate the number of positron and electron
events at energies greater than 100 GeV. The positron fraction obtained with these
two different methods are in good agreement within statistical uncertainties. The
resulting positron flux measurement shows a rise at energies greater than 100 GeV.
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Introduction

Outline of the thesis

The work presented in this thesis concerns positron selection studies which have
been tested on simulations and then applied to flight data collected by the PAMELA
satellite experiment between July 2006 and January 2010. The positron fraction
and the positron flux have been evaluated up to ∼ 300 GeV. A potential proton
contamination in positron identification due to neutral pion production was also
studied in a detailed way and is also presented in this thesis.

In chapter 1 basic concepts and features of cosmic rays are presented together
with a description of acceleration and propagation mechanisms throughout the
galaxy. Particular attention is focused on cosmic ray positrons and on the positron
fraction first published by the PAMELA Collaboration in 2009. Chapter 2 is ded-
icated to a detailed description of the components which constitute the PAMELA
experiment. The main scientific goals are briefly summarized together with per-
formance for the detection of cosmic ray particles and antiparticles. In chapter 3
electromagnetic and hadronic shower development inside the calorimeter are de-
scribed; neutral pion contamination in hadronic showers is also presented. Further-
more, a detailed description of the transverse shower profile variables used in the
analysis work is presented. Chapter 4 is dedicated to GEANT3 simulation studies
of hadronic and electromagnetic showers induced by protons and positrons inside
the calorimeter. A new approach for positron identification using shower profile
variables in the calorimeter is also described: this method has been tested on sim-
ulations in two different energy ranges and up to a maximum energy of 300 GeV.
This method was then applied to flight data in order to select positron and electron
events. The resulting positron fraction is shown at the end of this chapter. As
a cross-check to the results presented in chapter 4, a multivariate approach has
also been applied to flight data in order to estimate the number of electron and
positron events. This method and the resulting positron fraction are presented in
chapter 5. In chapter 6 the procedure followed to evaluate the positron flux up
to ∼ 300 GeV is described. The obtained result is shown and compared to the
positron flux evaluated by other experiments.
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The author’s contribution

I joined the PAMELA Collaboration in October 2007 when I started working
as a PhD student in the Particle and Astroparticle Physics group at KTH. The
first year was mainly focused on learning about the PAMELA experiment. Some
months were spent studying the momentum-velocity (pβ) method applied to the
PAMELA calorimeter in order to separate antiprotons from negatively charged pi-
ons. I produced simulated data sets for this work. This analysis was documented
as a PAMELA Collaboration note but is not described further in this thesis. In
the second year of my PhD I started working on simulations which focused on the
study of neutral pion production in hadronic showers inside the calorimeter. I used
the PAMELA Collaboration’s official simulation code and I modified it in order
to artificially increase the number of neutral pions produced in hadronic showers
and study the consequences for positron identification. I studied and applied to
my simulations standard positron selection criteria used by the Collaboration in
the positron analysis. I also developed new selection criteria in the calorimeter
with the goal of obtaining a new measurement of the positron fraction and of the
positron flux up to a maximum energy of 300 GeV.

The work presented in this thesis was presented at several PAMELA Collabo-
ration meetings. Part of the simulation analysis has been previously reported in
a Licentiate thesis. Furthermore, this work has been presented in a poster at the
32nd International Cosmic Ray Conference in 2011:

• Laura Rossetto, Studies of positron identification with the PAMELA calorime-
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Stockholm, Sweden, 2010. TRITA-FYS 2010:61.

• Laura Rossetto, on behalf of the PAMELA Collaboration, Positron identifi-
cation study with the PAMELA calorimeter. Proceedings of the 32nd Inter-
national Cosmic Ray Conference, Beijing 2011.
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haviour of the positron fraction and the absolute positron flux.
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the PAMELA experiment. Astroparticle Physics, 34: 1 − 11, 2010.

• O. Adriani et al. PAMELA Results on the Cosmic-Ray Antiproton Flux
from 60 MeV to 180 GeV in Kinetic Energy. Physical Review Letters,
105: 121101−1 − 5, 2010.
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Chapter 1

Cosmic rays

Cosmic rays are high energy particles travelling through outer space and arriving
at the Earth. About 98 % of these particles are protons and nuclei while about 2 %
are electrons. The hadronic component comprises protons (∼ 87 %), helium nuclei
(∼ 12 %) and heavier nuclei (∼ 1 %) [1]. These particles come from galactic or
extragalactic astrophysical sources and are so called primary cosmic rays. They are
deflected by the galactic magnetic field and thus travel a random path before arriv-
ing to the Earth. Along this path they can interact with the interstellar medium
and create secondary particles. Also, when these high energy particles enter the
Earth’s atmosphere, they collide with the molecules of atmospheric gases and pro-
duce a large number of lower energy particles called Extensive Air Showers. Only
particles with energy greater than 1014 eV generate particle showers which can pass
through all the atmosphere and can be detected by surface array detectors. Parti-
cles with energy below 1014 eV can only be detected outside the atmosphere using
balloon-borne or satellite experiments.

In this first chapter basic concepts and features of cosmic rays are presented
together with some recent experimental results. Particular attention is focused on
the results published by the PAMELA Collaboration.

1.1 The energy spectrum

The cosmic ray energy spectrum extends from E ∼ 108 eV up to E ∼ 1020 eV.
Figure 1.1 shows the all particle energy spectrum of cosmic rays [2]. The energy
spectrum is well represented by a power-law distribution I(E) ∝ E−α but two
changes in the spectral index are visible. For E > 109 eV the spectrum has a
spectral index α = 2.7; the spectrum becomes then steeper at E ∼ 3 · 1015 eV
with a spectral index α = 3.1: this is the so called knee of the spectrum. The
spectral index changes again around 1018 eV, the so called ankle of the spectrum [3].
Recent measurements obtained from the Pierre Auger Observatory show that the

5



6 Chapter 1. Cosmic rays

Figure 1.1. The all particle energy spectrum of cosmic rays at the top of the
atmosphere [2].
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ankle is located at E = 1018.6 eV and that the spectral index is α ∼ 3.3 below the
ankle and α ∼ 2.6 above the ankle [4].

The origin of the knee and the ankle in the cosmic ray energy spectrum is still
unknown but there are theories which provide several explanations. For instance,
the knee energy could represent the boundary between particles accelerated in-
side our galaxy and those of extragalactic origin. In our galaxy cosmic rays can
be accelerated up to a maximum energy Emax ∝ Z · (L · B) which depends on
the size L and the magnetic field strength B of the acceleration region and on
the charge Z of the primary particle. Another theory is that particles are con-
strained within the galaxy by the galactic magnetic field up to the knee energy, i.e.
Emax ≈ Z · 3 · 1015 eV. The knee energy depends on the charge Z of the primary
particle and thus the knee is expected at higher energies for particles with higher
Z values. Data from Extensive Air Showers detected by the EAS-TOP array show
a dominance of helium primaries around the knee at 3.5 · 1015 eV; they indicate
also the knee energy for elements like carbon, nitrogen and oxygen to be around
(6 − 7) · 1015 eV [5]. Furthermore, measurements from the KASCADE array show
the knee at (3 − 5) · 1015 eV to be caused by a steepening in the light-element
spectra (mostly hydrogen and helium) [6], [7]. A knee-like structure in the spec-
trum of the heavy component (Z > 13 up to iron nuclei) is instead expected in
the energy range from ∼ 4 · 1016 eV to ∼ 1.2 · 1017 eV [8]. Recent measurements
performed by the KASCADE-Grande array show the first evidence of a knee-like
feature in the heavy component spectrum at about 8 · 1016 eV, with the spectral
slope changing from α = 2.76 before the knee to α = 3.24 after the knee [8].

Particles beyond the ankle are thought to be of extragalactic origin because
their gyroradius is larger than the size of the galaxy. Furthermore, a sharp cut-off
is expected around ∼ 5 · 1019 eV (the so called GZK cut-off) due to interactions
of particles with the cosmic microwave background photons [3]. This effect was
predicted by Greisen [9], Zatsepin and Kuz’min [10] in 1966. Measurements per-
formed by the Pierre Auger Observatory indicate a strong flux suppression above
4 · 1019 eV [11].

For energies less than ∼ 109 eV the cosmic ray flux undergoes the effect of
solar modulation. Thus, the attenuation of the power-law spectrum observed at
low energies varies with the phase of the solar cycle (see section 1.4).

Another important feature is that the slopes of energy spectra are different for
different elements. This is due to the fact that there are primary and secondary
cosmic rays elements. The primary elements, such as carbon and oxygen, are
accelerated in large abundances in sources of high energy particles while secondary
particles, like lithium, beryllium and boron, are created by nuclear interactions of
primary cosmic rays with the nuclei of the interstellar gas. This last process is
known as spallation. Secondary particles show significantly steeper spectra than
those of primary ones [1]. Figure 1.2 shows relative abundances of galactic cosmic
rays at the top of the Earth’s atmosphere compared with the relative abundances of
these elements in the solar system. The relative abundances of elements like carbon
and oxygen are similar in both cases, thus demonstrating that these are primary
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Figure 1.2. Relative abundances of galactic cosmic rays (GCR) at the top of
the Earth’s atmosphere (black full circles) compared with the relative abundances of
these elements in the solar system (blue open circles). Abundances of both GCR and
solar system elements are normalized to Si = 103. Data of cosmic-ray abundances for
elements heavier than helium are taken from the ACE/CRIS experiment [12], [13].

elements. On the other hand, some elements that are rare in the solar system such
as lithium, beryllium and boron are more abundant in galactic cosmic rays. This
indicates that these elements are secondary ones produced by spallation process.

1.2 Acceleration mechanisms

The mechanism by which charged particles are accelerated to high energies was
first introduced by Fermi in 1949 and is based on the acceleration in strong shock
waves, such as those produced in supernovae explosions. This mechanism is based
on the assumption that particles have an isotropic velocity distribution behind the
shock and that they diffuse from behind the shock to the upstream region in front
of the shock itself. The important thing is that particles receive an increase of
energy every time they cross the shock front and this increment in energy is the
same going in both directions (head-on collisions). The average energy gained on
crossing the shock is:

〈

∆E

E

〉

=
2

3
· V
c

(1.1)
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where V is the velocity of the gas behind the shock and c is the velocity of light [14].
This mechanism is also called first order Fermi acceleration due to the fact that it
is first order in V/c. In the second order acceleration mechanism the average energy
gained is:

〈

∆E

E

〉

=
2

3
·
(V

c

)2

(1.2)

In this case charged particles are reflected by irregularities in the galactic magnetic
field assumed to move randomly with velocity V : since V is very small compared
to the velocity of light (V/c ≤ 10−4) the rate of energy gain by particles is very
slow and the second order acceleration is not so efficient. Equation 1.1 is a very
important result because using this acceleration mechanism a power-law differential
energy spectrum of the high energy particles can be obtained [14]:

N(E)dE ∝ E−2dE. (1.3)

There is an upper limit to the energy to which particles can be accelerated by
this mechanism. The first order Fermi acceleration is in fact a slow process and
particles have to diffuse back and forth across the shock wave in order to gain a
lot of energy. Considering for instance the shock wave of a supernova remnant, its
acceleration phase lasts typically about 105 years and the upper limit to the energy
of particles which can be accelerated in typical supernova explosions is about 1014

eV/nucleon. As already mentioned, the cosmic ray spectrum extends well beyond
this upper limit and so shock acceleration in supernovae cannot account for the
complete range of energies observed [14].

One of the possible candidates for a source of the highest energy cosmic rays is
the pulsar magnetosphere (figure 1.3). Pulsars with strong magnetic fields and short
periods, such as the Crab pulsar, have such strong electric potentials within the
magnetospheres that particles can be accelerated to high energies. Using Maxwell’s
first equation one can evaluate the maximum amount of energy which a particle
can attain in a magnetic field of strength B and dimension L:

Emax = γmc2 ∼ zeBcL (1.4)

and considering for instance the magnetic field of a young pulsar, B = 106 T and
a region of dimension L ∼ 100 km, the total energy given to the particle is:

Emax = 5 J = 3 · 1019 eV (1.5)

Thus, this result shows that particles could be accelerated to the highest energies
in the vicinity of pulsars [14]. In the same way charged particles can be confined
in other large astrophysical objects, like active galactic nuclei (AGN) or gamma
ray bursts (GRB), and can be accelerated through repeated crossing of the plasma
shock fronts. The so called Hillas plot is displayed in figure 1.4. The diagram shows
the maximum kinetic energy to which particles can be accelerated (black lines) in
relation to the size and the magnetic field strength of some celestial objects [15].
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In GRBs for instance, neutrinos are expected to be produced in the decay of charged
pions produced in interactions between high energy protons and the intense γ ray
background. Very recent measurements of the IceCube neutrino observatory [16]
seem disfavour GRBs as cosmic ray accelerator at energies above 1018 eV. This
result shows an upper limit on the flux of energetic neutrinos associated with GRBs
that is at least a factor of 3.7 below the theoretical predictions.

Figure 1.3. A schematic model of a pulsar: the sphere in the middle represents
the rotating neutron star in which the magnetic and rotation axes are misaligned,
the curves indicate the magnetic field lines and the two cones represent the emission
beams. The radio pulses are caused by radio emission from the poles of the mag-
netic field distribution. Typical parameters for a neutron star are: M = 1.4 M⊙,

R = 10 km,
−→
B = 104 − 109 T.
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Figure 1.4. Hillas plot: size L and magnetic field strength B diagram for some
celestial objects. The minimum product B · L for containing particles with energy
1012 eV and 1020 eV is also shown (black lines) [15].
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1.3 Propagation mechanisms

Once particles are accelerated to very high energies, as described in the section 1.2,
they propagate through the interstellar medium before reaching the Earth. During
the propagation phase the particles lose energy by interacting with matter, magnetic
fields and radiation. The processes which participate in the particle transportation
are diffusion, convection and re-acceleration.

1.3.1 Diffusion processes

A way to describe cosmic ray propagation is the diffusion-loss equation:

dN(E)

dt
=

d

dE

[

b(E)N(E)
]

+Q(E, t) +D ▽2 N(E) (1.6)

for high energy electrons and

dNi(E)

dt
=

d

dE

[

b(E)Ni(E)
]

+Qi(E, t) +D▽2 Ni(E)− Ni(E)

τi
+
∑

j>i

Pij

τj
Nj (1.7)

for light nuclei [14].

In both cases, the term d[b(E)N(E)]/dE describes the temporal evolution of
the particle energy spectrum in an elementary volume dV subject only to energy
gains and losses while the term Q(E, t) is the rate of injection of particles per unit
volume. The diffusion process which permits particles to enter and leave the volume
dV is described by the term D ▽2 N(E): this process depends upon the gradient
of particle density N(E) and the scalar diffusion coefficient D. Typical values of
the diffusion coefficient are D ∼ (3− 5) · 1028 cm2 s−1 at energy ∼ 1 GeV/n. This
value increases with magnetic rigidity as R0.3 - R0.6 in different diffusion models
of cosmic ray propagation [17]. In the light nuclei case all these quantities refer
to a particular species i. Furthermore, the last two terms describe the effects of
spallation gains and losses: τi and τj are the spallation lifetimes of particles of
species i and j and Pij is the probability that the species i is created during an
inelastic collision involving the destruction of the nucleus j. As indicated by the
sum in the last term, it is the spallation of all species with j > i which gives
contributions to the number density of nuclei of species i, Ni [14].

1.3.2 Convection processes

Although the most important propagation process is diffusion, experimental data
show that diffusion alone cannot account for the entire propagation process. Cosmic
rays can be transported also through the galactic winds existing in many galaxies.
Galactic winds are streams of charged particles, equivalent to the solar wind but on
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galactic scale. They result from different contributions: solar winds of very massive
and bright stars, accretion processes of massive stars, supernovae explosions and
accretion processes of supermassive black holes at the centre of galaxies.

Nowadays, two models describing this process have been studied: the one-zone
and the two-zone model. In the so called one-zone model convection and diffusion
processes are both present through-out the galaxy. In the two-zone model diffusion
plays a role alone up to 1 kpc distance from the plane of the galaxy and both
diffusion and convection are present beyond [17].

1.3.3 Reacceleration processes

Cosmic ray particles can be accelerated also by magnetohydrodynamic (MHD)
waves due to inhomogeneities in the galactic magnetic field. This process is called
reacceleration to distinguish it from the primary acceleration process. Reaccel-
eration depends on the velocity of disturbances propagating in a magnetic field
(Alfvén velocity). Data on secondary nuclei abundances can be well explained
considering reacceleration processes in the energy range 1-100 GeV/nucleon: the
increase of the relative abundance of secondary nuclei, in this part of the spectrum,
as the energy increases could be explained by the fact that particles spend longer
time in the region due to reacceleration [17]. Furthermore, for energies greater
than ∼ 100 GeV/nucleon diffusion and/or convection processes starts being pre-
dominant thus explaining the decreasing of secondary nuclei abundances as function
of energy. For instance, diffusive-reacceleration models described in [18] adapt well
to the measured boron-to-carbon ratio (B/C), showing also that models predict-
ing reacceleration of cosmic rays produce the characteristic peak observed in the
B/C ratio spectra at approximately 1 GeV/nucleon. Theoretical B/C ratio energy
spectra are shown in figure 1.5 together with experimental data.

Simulation studies of different propagation models of cosmic rays in the galaxy
have been performed by Wu [20] considering experimental data of the B/C ratio
and the antiproton-to-proton flux ratio as measured by PAMELA [21].

1.4 Solar modulation

When cosmic ray particles enter the solar system they travel across the heliosphere
before reaching the Earth. The heliosphere extends ∼ 120 AU from the Sun [22] and
it is that part of space dominated by the solar wind and the heliospheric magnetic
field. The solar wind is a plasma consisting mainly of hydrogen, helium and some
heavier nuclei, all highly ionized, and electrons. It flows away from the Sun with a
velocity of about 300 km/s to 800 km/s [22]. The solar wind is modulated by the
solar activity which is periodic with a 11 year cycle and, as a consequence, also the
cosmic ray flux undergoes a modulation. The 11 year cycle includes variations due
to changing magnetic conditions in the heliosphere. Stronger magnetic fields and
turbulences reduce the intensity of low energy galactic cosmic rays in the heliosphere
because of deflection. Consequently, during periods of maximum solar activity, the
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Figure 1.5. B/C ratio energy spectrum as measured by different experiments [19]
compared to different propagation models of cosmic rays: standard diffusion model
(solid line), turbulent diffusion model (dashed lines), convection model (dotted lines)
and reacceleration model (dash-dotted lines); models are evaluated considering a
solar modulation parameter Φ = 500 MV [17].
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intensity of cosmic radiation which reaches the Earth is reduced. Also disturbances
due to local solar activity, such as solar flares or coronal mass ejections, cause
irregularities in the flow of the solar wind and the associated magnetic field and
can interfere with the propagation of low energy cosmic rays to Earth. Thus, the
flux of low energy particles decreases during periods of high solar activity and
reaches a minimum at the solar maximum and vice-versa. This effect is called
solar modulation and can have a significant effect on cosmic rays with energies less
than ∼ 10 GeV/nucleon [22].

The sinusoidal time dependence of the solar activity and of the cosmic ray flux
is clearly visible on figure 1.6. Cosmic ray data are derived from neutron monitors
located at different points on the globe (Neutron Monitor Network [23]). As in-
troduced at the beginning of this chapter, when cosmic rays enter the atmosphere
they collide with the molecules of atmospheric gases and produce a cascade of
lower energy secondary particles. The neutrons produced by interactions of cos-
mic rays in the atmosphere are called atmospheric neutrons. They are generated
in hadronic and electromagnetic air showers by spallation and evaporation pro-
cesses on nitrogen and oxygen nuclei, which are the predominant elements in the
Earth’s atmosphere [24]. In spallation processes neutrons are produced by the frag-
mentation of a nucleus inelastically scattered by a cosmic ray particle, while in
evaporation processes neutrons are produced by the electromagnetic interaction of
a cosmic ray particle with atmospheric nuclei. Since the neutron mean lifetime is
long (∼ 15 minutes [25]) they do not decay before reaching the ground and thus the
neutron flux detected on the ground is directly proportional to the flux of galactic
cosmic rays arriving at the top of the atmosphere. Figure 1.6 shows clearly the
anticorrelation between cosmic ray flux and solar activity. During periods of maxi-
mum solar activity the flux of cosmic ray particles on the Earth is attenuated. This
effect is also visible in the galactic proton flux measured by the PAMELA detector
during the years 2006−2009 as shown in figure 1.7.

Furthermore, at each solar maximum the polarity of the solar magnetic field
reverses leading to alternating magnetic polarity in successive solar cycles. Thus, a
complete solar cycle is 22 years long. The heliospheric current sheet is the surface
in the solar wind that separates magnetic polarities. It is tilted with respect to the
solar equator by an angle that varies from about 10◦ at minimum solar activity
to more than 70◦ during high solar activity [28]. The magnetic dipole projection
on the solar rotational axis and the rotational axis itself can be either parallel
(A > 0 phase) or antiparallel (A < 0 phase). The combination of Sun’s rotation
and solar wind radial expansion distorts the current sheet into a wavy shape that
is responsible for greater modulation during high solar activity (see figure 1.8-
left). The most recent reversal of the solar magnetic field from an A > 0 to an
A < 0 configuration took place during year 2000. Cosmic ray propagation to Earth
is also affected by this magnetic polarity change. Particles with opposite charge
drift in opposite directions in the heliospheric magnetic field causing a charge sign
dependence. According to drift theory, positively charged particles enter the inner
heliosphere primarily via the polar regions during an A > 0 phase and mainly via
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Figure 1.6. The sinusoidal time dependence of the solar activity (yellow line) com-
pared to the count rate recorded by a neutron monitor detector in Thule, Greenland
(blue line) [26].

Figure 1.7. Proton absolute flux measured by the PAMELA experiment in 2006,
2007, 2008 and 2009. The effect of solar modulation is clearly visible [27].
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the equatorial regions along the heliospheric current sheet during an A < 0 phase.
The phenomenon acts in an opposite way for negatively charged particles [29]. This
configuration is shown in figure 1.8-right. Thus, due to this effect positive particles
are favoured during an A > 0 solar magnetic field phase and are instead suppressed
during an A < 0 phase [30].

Figure 1.8. Left : a representation of the heliosphere current sheet as seen by an
observer 30◦ above the equatorial plane and 75 AU from the Sun [30]; the Sun is
shown at the centre and the figure is 25 AU across. Right : drift trajectories for
2 GeV protons in an A > 0 solar magnetic field configuration. The tick marks are
at 5 AU intervals. The direction of the arrows changes for an A < 0 phase or for
negative charged particles [30].

1.5 Cosmic ray positrons and electrons

As already mentioned at the beginning of this chapter, electrons account for ∼ 2 %
of the cosmic ray particles. The proton-to-positron flux ratio is ∼ 103 at 1 GV
and increases to ∼ 104 at 100 GV [31]. Even if electrons and positrons are very
few compared to protons, they are of great interest nowadays because of the as-
trophysical questions they could answer. Since they lose energy very efficiently as
they propagate they could give useful information about acceleration mechanisms
and propagation processes of cosmic rays in the local part of our galaxy.

Positrons are believed to be mainly secondary particles, produced during inter-
actions of primary cosmic ray nuclei with the interstellar medium. When primary
cosmic ray protons interact with protons of the interstellar gas, charged pions and
kaons are produced; thus secondary positrons are decay products of π+ and K+.
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The so called positron fraction, defined as the ratio between the positron flux and
the sum of positron and electron flux,

Φ(e+)

Φ(e+) + Φ(e−)
(1.8)

and obtained from models considering a pure secondary positron production and
with or without reacceleration processes has been studied for instance by Moskalenko
and Strong [32] (see figure 1.9). According to these models the positron fraction

Figure 1.9. Positron fraction as measured by several experiments before PAMELA
data [33]. Experimental data are compared to a pure secondary positron production
model without reacceleration processes evaluated by Moskalenko and Strong [32]
(black solid line); predictions for the positron fraction considering a leaky-box model
(dashed-dot line) and a diffusion model (dashed line) [34] are also shown.

is expected to decrease as the energy increases and this trend is consistent with
experimental data up to 10 GeV. For energies greater than 10 GeV data collected
during the 90’s possibly show an excess with weak statistical significance above the
predicted ratio, although the observational errors are large and there are not so
many measurements at higher energies [32].

Positrons could be also created as primary particles in high energy astrophysical
sources, such as in the magnetosphere of near-by pulsars and supernova remnants,
or be produced by dark matter particle annihilations. Electrons can be accelerated
in the magnetosphere of pulsars, magnetized neutron stars with high spin rate.
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In pulsar magnetic fields, about 106 − 109 T [14], electrons lose energy via syn-
chrotron radiation and consequently photons are produced; these photons can then
produce pairs of electrons and positrons with lower energies. These particle pairs
are then accelerated and confined in the pulsar nebula for ∼ 105 years before escap-
ing into the interstellar medium. The energy spectrum of these primary positrons
is expected to be harder than that of the secondary ones with a spectral index of
about 1.5 - 1.6 according to Zhang and Cheng [35]. Thus, positrons originating
from pulsars may dominate the high energy end of the cosmic ray positron spec-
trum. Only pulsars at a distance of 1 kpc or closer can contribute significantly to
the positron energy spectrum due to the energy losses during the propagation into
the interstellar medium [36]. For instance, it has been estimated by Hooper et al.
[37] that at 10 GeV only ∼ 20 % of the cosmic rays positrons originate from pulsars
within 500 pc from the Solar System; furthermore, above ∼ 50 GeV the positron
spectrum seems to be dominated by a single or small number of nearby pulsars.

Beside astrophysical sources, primary positrons could be produced also via an-
nihilation of dark matter particles. Nowadays it is known that baryonic matter
accounts only for 4 % of the total energy density of the Universe; the remaining is
shared among dark matter (∼ 23 %) and dark energy (∼ 73 %). WIMPs are one of
the favourite candidates for the dark matter component of the Universe. They are
expected to form a halo around the disk and the bulge of our galaxy. Two examples
of WIMP particles are the neutralino, a Majorana fermion in the supersymmetric
scenario of the particle standard model, and the lightest Kaluza-Klein particle in
the Universal Extra Dimension model. In this last scenario, primary positrons
could be produced via annihilation of some Kaluza-Klein dark matter particles, for
instance through the process χχ → e+ e−.

1.5.1 PAMELA positron fraction

The PAMELA detector has been collecting data since July 2006. One of the first
results obtained by the Collaboration concerned the positron fraction measured be-
tween 1.5 and 100 GeV. This result is based on the data collected between July 2006
and February 2008, and more than 109 triggers have been acquired during a total
acquisition time of ∼ 500 days [31]. Another important result regards the measure-
ment of the cosmic ray electron flux in the energy interval 1 − 625 GeV. This result
is based on the data set collected up to January 2010 during a total acquisition time
of ∼ 1200 days [38] (see section 1.5.2).

In figure 1.10-top the PAMELA positron fraction is shown together with a the-
oretical trend for pure secondary positron production during the propagation of
cosmic rays in the galaxy [31]. Comparing PAMELA data with those obtained
from other experiments (figure 1.10-bottom) two disagreements are evident at lower
and higher energies.

The difference at low energy is interpreted as a consequence of solar modulation
effects. As explained in section 1.4 the solar wind affects the energy spectra of
cosmic rays within the solar system. The most recent reversal of the solar magnetic
field took place during year 2000 and it is clearly visible in the antiproton-to-proton
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flux ratio as measured by several flights of the BESS balloon-borne experiment be-
tween 1997 and 2000 [39]. CAPRICE94, HEAT95 and AMS−01 data (figure 1.10-
bottom) have been collected during the previous solar cycle which favoured pos-
itively charged particles, explaining in this way the higher positron fraction at
lower energies comparing to the PAMELA one. Furthermore, data collected during
June 2006 by the AESOP balloon-borne experiment [40] show also a lower positron
fraction at low energies compared to data collected before year 2000 (figure 1.10-
bottom) in agreement with PAMELA data. Thus, the low energy PAMELA data
show the most statistically significant charge-sign dependence for solar modulation
to date [31].

At high energies, above 10 GeV, the PAMELA positron fraction increases clearly
with energy. The theoretical calculations performed considering a pure secondary
production of positrons during the propagation of cosmic rays in the galaxy [32]
is not able to fully describe PAMELA data. A study about uncertainties on this
model have been carried on by Delahaye et. al. [41]. This study concerns un-
certainties on nuclear cross-section, effects induced by primary electron injection
spectra and models of propagation throughout the galaxy. Considering these uncer-
tainties and a soft electron spectrum with spectral index −3.53 [41], it seems that
PAMELA data could be explained by the standard secondary production. However,
PAMELA measurements of the electron spectrum indicate a hard spectral index
of −3.18 ± 0.05 [38]. On the other hand, changing the injection spectral index of
primary electrons, i.e. for a harder electron spectrum with spectral index −3.35,
PAMELA data show an excess above ∼ 10 GeV [41]. This means that either a
significant modification in the acceleration and propagation models for cosmic rays
is needed or a primary component is present. Even if the reason for this rise is
still unclear, many models have been proposed in order to explain PAMELA data.
These models concern astrophysical sources, mostly pulsars, or the annihilation of
dark matter particles (see section 1.5.3).

1.5.2 PAMELA electron flux

The electron flux measured by the PAMELA experiment in the energy interval
1− 625 GeV is shown in figure 1.11-top (red points) [38]. The PAMELA electron en-
ergy spectrum is also compared with the following measurements: CAPRICE94 [42],
HEAT [43], AMS−01 [44], MASS91 [45], Kobayashi [46], BETS [47], ATIC [48],
HESS [49] and Fermi [50]. It is important to remark that measurements from
[46]−[50] (blue symbols) corresponds to the electron and positron sum. In fig-
ure 1.11-bottom the PAMELA electron flux is compared with a secondary pro-
duction model including diffusion and reacceleration processes [32] (solid line).
PAMELA data are well represented by a single power law fit with spectral index
−3.18 ± 0.05 (long dashed line). This is compatible with a soft electron spectrum,
as required to explain the measured PAMELA positron fraction considering a stan-
dard diffusion reacceleration model of cosmic ray propagation [38]. Measurements
have been also fitted with a model considering standard secondary electron produc-
tion and additional cosmic ray electron sources (short dashed line).
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Figure 1.10. Top: the positron fraction as measured by the PAMELA experiment;
the error bars corresponds to one standard deviation. The solid line represents the
theoretical fraction for pure secondary positron production considering diffusion and
convection as propagation mechanisms without reacceleration processes [31], [32].
Bottom: comparison between the PAMELA positron fraction (red points) and other
recent experimental data [31].
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Differences in the spectrum above 10 GeV are visible and this may indicates that
changes in the propagation model or additional sources of cosmic ray electrons are
needed.
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Figure 1.11. Top: the electron flux as measured by the PAMELA experiment (red
points) [38] compared with other experimental data: CAPRICE94 [42], HEAT [43],
AMS−01 [44], MASS91 [45], Kobayashi [46], BETS [47], ATIC [48], HESS [49] and
Fermi [50]. The measurements indicated by blue points refer to electron and positron
sum [38]. Bottom: the PAMELA electron flux (black points) compared with a
standard diffusion reacceleration model [32] (solid line); data above 30 GeV are
fitted with a single power law (long dashed line) with spectral index −3.18 ± 0.05;
data are also compared with a model including additional cosmic ray electron sources
(short dashed line) [38].
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1.5.3 Theoretical interpretations

Direct measurements of the positron and electron energy spectra are very important
for constraining parameters of different theoretical models which describe cosmic
ray production and propagation in the galaxy. While at energies less than ∼ 10 GeV
cosmic ray spectra are deformed by solar modulation (see section 1.4), at higher
energies spectra are mainly modulated by three effects: source spectral index, syn-
chrotron and Inverse Compton energy losses and diffusion in the galactic magnetic
field [51]. Thus, measurements of the high energy part of positron and electron
spectra are of most interest in distinguishing between different theoretical models.
Considering only a conventional model accounting for diffusion and for reaccelera-
tion processes, it is not possible to fully reproduce both the electron-plus-positron
energy spectrum as measured by the Fermi-LAT experiment [50] and the positron
fraction as measured by the PAMELA experiment [31] (see figure 1.12 [52]).

As already mentioned, pulsar magnetospheres could be sources of primary cos-
mic ray positrons. Some studies performed by Hooper et al. [37] show that PAMELA
positron fraction can be well reproduced considering positrons produced by the sum
of all pulsars in our galaxy (figure 1.13); in particular, the best fit is obtained for
about one pulsar birth each ∼ 25 years. An interesting model has been studied
by Grasso et al. [51] and theoretical predictions are shown in figure 1.12. In this
model a diffusion reacceleration standard model of cosmic ray electrons have been
considered together with a contribution of nearby pulsars. In particular pulsars
within a distance smaller than 1 kpc and an age larger than 5 · 104 years have
been included in the calculations. This study shows also that only the Monogem
and Geminga pulsars give a significant contribution to the high energy positron and
electron flux [51]. Figure 1.12 shows that this model well fits both the electron-plus-
positron energy spectrum as measured by the Fermi-LAT experiment [50] (figure
1.12-top) and the positron fraction as measured by the PAMELA experiment [31]
(figure 1.12-bottom).

Many different interpretations of PAMELA data regard also production of posi-
trons by annihilation of dark matter particles. Already in 1991 Kamionkowski and
Turner postulated a rise in the positron fraction due to the annihilation of WIMP
particles in the galactic halo [53]. Nowadays, PAMELA results pose a theoretical
challenge in finding a model which describes both the rise in the positron fraction at
energies greater than ∼ 10 GeV and the antiproton-to-proton flux ratio [21] which is
instead well described by a pure pure secondary positron production. Dark matter
annihilation processes produce antiprotons and protons in addition to positrons and
electrons. Thus, the antiproton-to-proton ratio as measured by PAMELA [21] sets
stringent constraints on the annihilation dark matter modes. For instance, a study
conducted by Cirelli et al. [54], requires a very high neutralino mass (M > 10 TeV),
which is not allowed by most supersymmetric models. Furthermore, neutralinos
suffer helicity suppression in the annihilation process resulting in a softer positron
spectrum than the one observed by PAMELA. To overcome this problem, many
theories have been proposed. One of them requires neutralino annihilation into
leptons (mainly χχ → e+ e− γ) and radiative corrections for propagation effects.
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Figure 1.12. Top: electron-plus-positron energy spectrum as measured by the
Fermi-LAT experiment (red points) [50] compared with other measurements; sys-
tematic errors are also shown (grey band). Fermi-LAT data are compared with a
theoretical computation (blue line) which considers pulsars within a distance smaller
than 1 kpc and an age larger than 5 · 104 years and a diffusion reacceleration standard
model (dotted black line). The significant contribution from Monogem (purple line)
and Geminga (green line) pulsars is also shown [52].
Bottom: positron fraction as measured by PAMELA (red points) [31],
CAPRICE94 [42], HEAT [43] and AMS [44] experiments; the positron fraction is also
compared with a theoretical predictions (blue line) which considers pulsars within
a distance smaller than 1 kpc and an age larger than 5 · 104 years and a diffusion
reacceleration standard model (dotted black line) [52].
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This results in a harder positron spectrum (figure 1.14) with a negligible impact on
the antiproton spectrum [55]. Other models consider Kaluza-Klein particles: for
instance, a lightest Kaluza-Klein particle is a boson that can annihilate directly
into positron-electron pairs without helicity suppression [56].

New experimental data from the AMS−02 experiment [57] are expected soon.
The AMS−02 experiment will provide measurements with a higher maximum en-
ergy cut-off compared to PAMELA. Moreover, in order to further extend positron
measurements in the TeV scale, the PEBS long-duration electron positron balloon-
borne mission has been proposed [58]. New results about positron and electron flux
will be interesting in this scenario. The future data, together with the present ones,
will probably provide a better understanding of all these open questions.

Figure 1.13. Positron fraction measured by the PAMELA experiment (red points)
compared to theoretical positron fraction (black lines) resulting from the sum of all
pulsars in our galaxy within 500 pc of the Solar System. Calculations have been

done considering different rates of pulsar birth: one per 10 years (
.
N100 = 10), one

per 25 years (
.
N100 = 4) and one per 100 years (

.
N100 = 1).

.
N100 is the rate of pulsar

formation in units of pulsars per century [37]. The theoretical prediction considering
a pure positron secondary production is also shown (dashed line) [32]. Pamela results
are compared to data obtained by the HEAT experiment (green points) [33].
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Figure 1.14. Positron fraction measured by the PAMELA experiment (violet
points) compared to theoretical positron fraction considering dark matter particle
annihilation models (green and red lines). The models taking into account different
neutralino masses with radiative corrections (dashed lines) or without radiative cor-
rections (dotted lines) [55]. The theoretical prediction considering a pure positron
secondary production is also shown (black solid line) [32]. Pamela results are com-
pared to data obtained by the HEAT experiment (blue points) [33].
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The PAMELA experiment

PAMELA (Ppayload for Aantimatter Matter Exploration and Light-nuclei Astro-
physics) is a satellite-borne experiment mounted on board of the Russian Resurs
DK1 satellite. It was launched from the Baikonur cosmodrome in Kazakhstan on
June 15th 2006. The satellite acquires high-quality images of the Earth’s surface.
Its mass is ∼ 6.7 tonnes and its height is 7.4 m. The satellite orbit is elliptical and
semi-polar and its altitude varies between 350 km and 600 km with an inclination
of 70◦. An overview of the Resurs DK1 satellite is shown in figure 2.1.

The PAMELA experiment is mounted in a pressurized container attached to
the Resurs DK1 satellite (figure 2.1). It has been designed to study charged cosmic
rays particles and mainly antiparticles, antiprotons and positrons.

In this chapter a detailed description of the PAMELA experiment is presented
together with a summary of the main scientific goals.

2.1 The PAMELA apparatus

The PAMELA apparatus has an height of ∼ 1.3 m, a mass of 470 kg and an average
power consumption of 355 W. It is formed by the following subdetectors:

• a time-of-flight system (ToF)

• a magnetic spectrometer (Tracker)

• an electromagnetic calorimeter

• a neutron detector

• an anticoincidence system (AC)

The geometrical acceptance of the experiment is 21.5 cm2 sr and is determined by
the geometry of the magnetic spectrometer cavity [59].

27



28 Chapter 2. The PAMELA experiment

Figure 2.1. A schematic overview of the Resurs DK1 satellite which hosts the
PAMELA experiment. The satellite has a mass of ∼ 6.7 tonnes and a height of 7.4 m;
the solar array span is ∼ 14 m [59].
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Figure 2.2. Schematic overview of the PAMELA detector. The instrument has an
height of ∼ 1.3 m, a mass of 470 kg and an average power consumption of 355 W [59].
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2.1.1 The time-of-flight system

Figure 2.3. Schematic overview of the time-of-flight system. The distance between
the scintillator planes S1 and S3 is 77.3 cm. S1 has a sensitive area of (33 × 40.8) cm2.
Both S2 and S3 have a sensitive area of (15 × 18) cm2 [59].

The time-of-flight system (ToF) consists of three planes labeled as S1, S2 and
S3 and arranged as shown in figure 2.2. The plane S1 is situated on the top of
the apparatus, S2 lies above the magnetic spectrometer while S3 lies between the
spectrometer and the calorimeter; the distance between S1 and S3 is 77.3 cm.
Each plane is formed by two fast plastic scintillators layers (Bicron BC-404) placed
orthogonal to each other (figure 2.3). The two S1 layers, so-called S11 and S12,
are divided into 8 and 6 bars respectively with a thickness of 7 mm and a total
sensitive area of (33 × 40.8) cm2. The S2 layers, S21 and S22, are segmented into
2 × 2 orthogonal bars with a thickness of 5 mm while S3 layers, S31 and S32, are
segmented into 3× 3 orthogonal bars. Both the planes S2 and S3 have a sensitive
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area of (15× 18) cm2. Each of the ToF scintillator bars are glued at the ends to a
plastic light guide which is read out by a photomultiplier (Hamamatsu R5900U).

The ToF system acts as the main PAMELA trigger by measuring the coinciden-
tal energy deposits in the scintillators. The measurement of the ionisation energy
loss (dE/dx) in the scintillator planes determines the absolute value of charge, z, of
the incident particles. Furthermore, the ToF measures the flight time of the parti-
cles passing through its planes: this information is combined with the track length
derived from the spectrometer in order to derive the velocity β of incident parti-
cles. This also permits up-going particles, so-called albedo particles, to be rejected,
excluding in this way misidentification between a particle and an antiparticle due
to the bending of the spectrometer magnetic field. The flight time for a 1 GeV/c
electron is 2.7 ns and for 1 GeV/c proton is 3.7 ns. Thus, since the time resolution
is about 250 ps, the ToF allows to discriminate between electrons and antiprotons,
or protons and positrons, up to ∼ 1 GeV/c [59], [60].

An extra scintillator plane, S4, is situated just under the calorimeter. It consists
of a single scintillator plane of 1 cm thickness and an area of (48× 48) cm2 and it
is read out by six photomultipliers. The main task of this scintillator plane is to
detect showers which are not fully contained in the calorimeter improving in this
way the electron-hadron separation performance of the all instrument.

2.1.2 The magnetic spectrometer

The magnetic spectrometer, or tracker, consists of a permanent magnet and six
silicon detector planes (figure 2.4). The magnet has a tower which is 44.5 cm high
and composed of five identical modules. Each module comprises twelve magnetic
blocks made of a Nd-Fe-B alloy with a residual magnetisation of 1.3 T. These five
modules form a rectangular cavity (13.1× 16.1) cm2 which defines the geometrical
factor of the PAMELA experiment to be 21.5 cm2 sr. The modules are also con-
figured to provide an almost uniform magnetic field oriented along the y-direction
with a mean value of 0.43 T inside the cavity and a value of 0.48 T at the centre.
Furthermore, the magnet is enclosed by ferromagnetic shielding in order to atten-
uate the stray field outside of the cavity which could interfere with the satellite
instruments.

Six 300 µm thick silicon detector planes are inserted inside the magnetic cavity
separated by 8.9 cm. Each plane is formed by three ladders inserted into an alu-
minium frame which connects to the magnetic cavity. One ladder comprises two
double sided sensors, (5.33 × 7.00) cm2, with implanted strips orthogonal to each
other on the two sides. This provides two independent impact coordinates on each
plane. Also, no additional supporting structure is present above or below the planes
in order to limit multiple scattering in dead layers [61].

The magnetic spectrometer allows charged particle deflection η to be measured
as well as the rigidity R which is defined as η = 1/R . The momentum of a particle
and the sign of its electric charge are then evaluated via the relation R = c · p / Z · e,
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Figure 2.4. Left : design of the five modules which constituted the PAMELA
magnet. The tower is 44.5 cm high and the rectangular cavity is (13.1 × 16.1) cm2

[61]. Right : picture of a silicon plane (300 µm thick) inserted in the magnetic
spectrometer cavity: the three silicon strip detectors and the front-end electronics
are visible; each silicon detector has a surface of (5.33 × 7.00) cm2 [62].

where e is the electron charge, p is the momentum, c is the speed of light and Z is
the absolute charge.

The resolution of the deflection measurement depends on several factors: the
geometry of the spectrometer, the intensity of the magnetic field and the spatial
resolution of the detector silicon sensors. Tests performed with particle beams show
a spatial resolution of (3.0 ± 0.1) µm in the bending x-view (figure 2.5-top), and
(11.5 ± 0.6) µm in the non-bending y-view obtained for normally incident tracks.
The resulting deflection measurement error as a function of the rigidity obtained
with proton beams is shown in figure 2.5-bottom: this determines the maximum
detectable rigidity, MDR, to be ∼ 1 TV. The MDR is defined as 100 % uncertainty
in the particle rigidity measurement [63].

While the MDR sets an upper rigidity limit for detecting cosmic ray particles
such as protons, helium nuclei and heavier nuclei, the upper rigidity limit for the
detection of their antiparticles is complicated by their low abundance in cosmic ra-
diation. As the rigidity increases, the tracks approach a straight line in the tracker.
Thus, a high rigidity particle can be assigned an opposite charge. This phenomenon
is called spillover and causes a non-negligible background when measuring antipar-
ticles at high energy. Spillover effects limit the upper detectable momentum to
about 190 GeV/c for antiprotons and to about 270 GeV/c to positrons (see ta-
ble 2.1) [59].

2.1.3 The electromagnetic calorimeter

The electromagnetic calorimeter (see section 3.4 for a further description) is formed
by 44 single-sided silicon sensor planes interleaved with 22 plates of tungsten ab-
sorber. Each silicon plane is 380 µm thick while each tungsten layer has a thickness
of 0.26 cm which corresponds to 0.74 X0 (radiation lengths). Thus, the total depth
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Figure 2.5. Top: the tracker spatial resolution in the bending x-view fitted by a
Gaussian distribution. Bottom: the deflection error ∆R measured by the magnetic
spectrometer as a function of R obtained with proton beams. The dashed line is the
bisector ∆R = R; the fitted function (solid line) depends on the multiple scattering
and on the spatial resolution which both contribute to the deflection uncertainty.
The intersection of the two curves gives the maximum detectable rigidity of the
spectrometer, MDR ∼ 1 TV [59].
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of the calorimeter is 16.3 X0, corresponding to ∼ 0.6 nuclear interaction lengths.
Each silicon detector has a sensitive area of (8 × 8) cm2 and is segmented into
32 read-out strips with a pitch of 2.4 mm. The silicon detectors are then arranged
in a 3 × 3 matrix thus forming a total sensitive area of about (24 × 24) cm2. Also,
all the silicon strips are connected creating 24 cm long strips. The strips of two
consecutive layers are orthogonal (x-view and y-view) and therefore provide two-
dimensional spatial information. The signals are read out using six CR1.4P chips
per plane with the outputs multiplexed into a single 16-bit ADC; also, the read-
out is divided into four independent sections, corresponding to the x-even, y-even,
x-odd and y-odd planes [64]. Figure 2.6 shows a picture of one single detection
module and the whole detector.

The main aim of the calorimeter is to identify positron and antiproton events
over large backgrounds of protons and electrons respectively. Since electromagnetic
and hadronic showers differ in their longitudinal and transversal profile and energy
distributions, a powerful way to distinguish these two events is to analyse the shower
development inside the calorimeter. The PAMELA electromagnetic calorimeter was
designed in order to reach this goal: its longitudinal (Z) and transverse segmenta-
tion (X and Y) described above (coordinate system related to figure 2.2), combined
with the measurement of the particle energy loss in each silicon strip, allows reli-
able identification of electromagnetic and hadronic showers. The electron-hadron
separation performance has been studied and it has been found that it provides a
proton rejection factor of ∼ 105 keeping 90 % efficiency in selecting electrons and
positrons; an electron rejection factor of ∼ 105 in antiprotons selections has been
found too [59].

2.1.4 The neutron detector

The neutron detector is situated below the S4 scintillator plane. It consists of
36 counters filled with 3He and organized into two planes of 18 counters each. It is
also enveloped by a polyethylene moderator in order to prevent thermal neutrons
entering from the sides and from the bottom of the detector. The total size of the
neutron detector is (60× 55× 15) cm3.

2.1.5 The anticoincidence system

The anticoincidence system consists of

- four plastic scintillators surrounding the sides of the magnetic spectrometer
(CAS);

- one plastic scintillator covering the top of the spectrometer (CAT);

- four plastic scintillators surrounding the volume between the first two time-
of-flight planes, S1 and S2 (CARD).

The CARD detectors geometry is the same of the CAS ones but with a reduced
surface area. The CAT detector has a hole in the center corresponding to the
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Figure 2.6. Top: picture of one detection module described in the text (see also
section 3.4); the 3 × 3 matrix of silicon strips with a size of (24 × 24) cm2 is clearly
visible. Bottom: picture of the entire electromagnetic calorimeter [62].
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spectrometer acceptance (figure 2.7). The anticoincidence plastic scintillators (Bi-
cron BC-448M) are 8 mm thick and are read out by photomultipliers (Hamamatsu
R5900U). Two photomultipliers are used for the CAS and CARD detectors in order
to decrease the possibility of single point failure; for the same reason and due to its
irregular shape the CAT detector is read out by eight photomultipliers.

The anticoincidence system is used to identify false trigger events. Simulations
have shown that about 75 % of the triggers in orbit are generated by secondary par-
ticles produced via interactions of the primary ones with the PAMELA structures:
for instance, events interacting into the calorimeter and backscattered or particles
entering the apparatus from the side. These events are called false trigger events
and they have to be removed during the offline data analysis.

Figure 2.7. The anticoincidence system. Top: scheme of the CAS detector which
surrounds the sides of the tracker. Bottom: scheme of the CAT detector which covers
the top of the tracker; the hole in the centre corresponds to the tracker acceptance
and measures (18 × 22) cm2. The geometry of the CARD detector is the same of
the CAS one but with a reduced surface area [59].
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2.2 The PAMELA data acquisition system

A schematic view of the on-board Data Acquisition System (DAQ) is shown in figure
2.8. The Intermediate Data Acquisition System (IDAQ) reads out information from
the subdetectors at a rate of 2 Mbytes/s, every time a trigger event is detected.
Data are then stored in the PAMELA mass memory before being transferred to the
satellite on-board memory several times per day. The downlinking to the Russian
ground station in Moscow (NTsOMZ) takes place 2-3 times per day with a total
transmission rate of ∼ 16 Gbytes/day. The data are pre-processed in Moscow and
then transferred via the GRID network from Moscow to the INFN facility at CNAF,
Bologna (Italy).

The data acquisition and storage and all the communications with the satellite
are control by the Pamela Storage and Control Unit (PSCU). The PSCU is consti-
tuted by four parts: two mass memory modules of 2 Gbytes, a CPU, the Pamela
Interface Board (PIF) and the Telemetry and Control system (TMTC). The PIF
performs communications with the IDAQ system and provides an interface to the
mass memories and with the Very high-speed Radio Link (VRL) module of the
satellite. The TMTC provides the housekeeping operations, like alarm, tempera-
ture and voltage monitoring. The PSCU organizes the data acquisition period in
different runs, where each run corresponds to a continuous data taking in which
the trigger and the detectors configurations are constant.

Figure 2.8. Scheme of the PAMELA Data Acquisition System (DAQ) [59].
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2.2.1 The trigger configuration

The main PAMELA trigger is defined by the time-of-flight system when coinciden-
tal energy deposits are detected in its scintillator layers. There are two default
configurations:

- (S11 or S12) and (S21 or S22) and (S31 or S32) ⇒ outside the radiation belts
and the South Atlantic Anomaly (SAA) regions;

- (S21 or S22) and (S31 or S32) ⇒ inside the radiation belts and the SAA
regions.

Inside the radiation environments the first ToF layer S1 is not considered because
of the high counting rate that can saturate it. S2 and S3 can still be used as main
trigger in these regions because they are more shielded. Other trigger configurations
can be implemented and changed from ground. In figure 2.9 trigger rates observed
during two consecutive orbits are shown: the maximum number of events per minute
is detected in the polar regions (∼ 35 Hz) while the minimum is detected around
the Equator (∼ 15 Hz). When the satellite passes through the SAA region the
trigger rate increases up to ∼ 70 Hz. The missing acquisition time after the SAA
peak corresponds to the calibration time of the detectors. The calibrations of the
anticounter, the tracker, the calorimeter and the S4 scintillator are performed by
the PSCU when the satellite crosses the equator and it lasts about 1 minute [59].
Furthermore, the calorimeter is equipped with a self-trigger system which allows
high energy electrons, between 300 GeV and ∼ 1 TeV, to be detected. In order
to collect sufficient statistics for these rare events it is necessary to have a large
geometrical factor. Thus, the PAMELA geometrical factor is increased to ∼ 600
cm2 sr by requiring that particles enter only from one of the first four planes and
cross at least 10 radiation lengths in the calorimeter [64].

2.3 PAMELA scientific goals

The PAMELA detector has been designed and optimised for the study of the an-
timatter component in the cosmic radiation. Compared to previous satellites or
balloon-borne experiments, the PAMELA apparatus has increased significantly the
statistics over a wider energy range in detecting cosmic rays particles and, mainly,
antiparticles. The importance of antiparticle studies is linked to the production
and propagation mechanisms of cosmic rays in the galaxy. Positrons and antipro-
tons are believed to be mainly created as secondary products in the interactions
between cosmic ray nuclei and atoms in the interstellar medium [32]. High en-
ergy antiparticles could also be produced during annihilation or decay processes
of dark matter particles, or be produced by nearby sources such as pulsars, for
the positrons case. In table 2.1 the PAMELA design performances in detecting
cosmic ray particles and antiparticles are shown (second column). The design per-
formances are also compared to the energy ranges of the corresponding published
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Figure 2.9. The PAMELA trigger rate during two consecutive orbits. The trigger
rate is strongly dependent on the position of the satellite: the minimum is reached at
the Equator (E) while the maximum at the North Pole (NP) or South Pole (SP); the
highest peak corresponds to the South Atlantic Anomaly region (SAA). The missing
acquisition time after the peaks of the SAA is due to the detector calibrations passing
through the equator [59].
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analysis (third column). The identification between particles and antiparticles is
performed by combining information coming from the magnetic spectrometer and
the electromagnetic calorimeter. Another important task is to measure the antihe-
lium/helium ratio with a sensitivity of the order of 10−7. The detection of antihe-
lium nuclei would be a significant discovery and it could indicate the presence of
antimatter domains in a baryon symmetric Universe. Furthermore, the reconstruc-
tion of electron spectra up to 2 TeV allows to investigate a possible contribution of
local sources to the cosmic radiation. Solar physics and solar modulation of cosmic
ray particles can be studied by analysing low energy particles, i.e. . 10 GeV.

Cosmic ray particle Energy range

Antiprotons 80 MeV − 190 GeV

Positrons 50 MeV − 270 GeV

Electrons 50 MeV − 400 GeV

Protons 80 MeV − 700 GeV

Electrons + positrons up to 2 TeV

Light nuclei (Z ≤ 6) 100 MeV/n − 250 GeV/n

He/He O(10−7)

Table 2.1. PAMELA performances for the detection of cosmic ray particles and
antiparticles [59]. Published PAMELA measurements are: the antiproton flux [65],
the electron flux [38], the positron fraction [31], [66], and the proton and helium
fluxes [67].



Chapter 3

Shower development in the

PAMELA calorimeter

The PAMELA calorimeter is used to identify positron and antiproton events over a
large background of protons and electrons respectively. Since leptons and hadrons
interact in different ways, a powerful way to distinguish between these two types
of events is to analyse the longitudinal and transverse shower profiles inside the
calorimeter. An important characteristic of the hadronic showers is that neutral
pions are produced during hadronic interactions and those π0 rapidly decay into
two photons thus initiating a component which propagates electromagnetically.
This electromagnetic component becomes more prominent at high energies and
could affect the discrimination between electromagnetic and hadronic showers in
the calorimeter. In view of extending the positron fraction and the positron flux
measurements up to ∼ 300 GeV, the neutral pion contamination of hadronic show-
ers and its consequence for positron identification needs to be studied.

In this chapter the development of electromagnetic and hadronic showers in
the calorimeter are described together with a description of the π0 contamination.
Furthermore, a detailed description of the transverse shower profile variables used
in this work is presented.

3.1 Electromagnetic showers

An electromagnetic shower begins when an high-energy electron, positron or photon
interacts with a material. A sketch of an electromagnetic shower is shown in figure
3.1.

The energy loss of electrons or positrons is dominated by the bremsstrahlung
process above few tens of MeV in most materials, while ionization processes are
predominant at low energies (. 10 MeV) [25]. During the bremsstrahlung process,
electrons and positrons lose their energy via Coulomb interactions with the electric

41



42 Chapter 3. Shower development in the PAMELA calorimeter

Figure 3.1. An electromagnetic shower initiated by a photon.

field generated by the atomic nuclei. The energy spectrum of the photons emitted
during this interaction falls off as E−1 [68].

Photons instead interact with matter mainly via the photoelectric effect, Comp-
ton scattering and electron-positron pair production. Figure 3.2 shows the contribu-
tions of different processes to the photon total cross section as a function of energy
in the case of lead [25].

The photoelectric effect occurs when an atom absorbs a photon and emits an
electron. The photoelectric cross section varies with the photon energy as E−3, so
this process dominates at low energies and it loses its importance very rapidly as
the energy increases.

At higher energies, between approximately a few hundred keV and around 5 MeV,
Compton scattering is the most likely process to occur [68]. In the Compton scat-
tering process high energy photons lose energy colliding with stationary electrons
and transferring to them some of their energy and momentum. The cross sec-
tion for Compton scattering is almost proportional to the atomic number Z and
decreases with increasing photon energy as E−1. Therefore, above a certain thresh-
old energy, Compton scattering becomes more likely than the photoelectric effect.
This threshold ranges from 20 keV for carbon (Z = 6) to 700 keV for uranium
(Z = 92) [68].

When the photons have energies larger than twice the electron rest mass, i.e.
1.022 MeV, they may create, in the electric field of nuclei, electron-positron pairs.
The cross section for pair production increases with energy and it reaches an asymp-
totic value for energies greater than 1 GeV; furthermore, since it is the only process
where the cross section increases directly with energy, it is the most likely process
to occur at high energies. Usually, the electron-positron pairs are caused by nuclear
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Figure 3.2. Contributions of different processes to the photon total cross section
as a function of energy in lead: σp.e. = photoelectric effect, σCompton = Compton
scattering, Knuc = pair production-nuclear field, Ke = pair production-electron
field [25].
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electromagnetic field; sometimes, for low-Z elements and at high energies they can
also be created in the fields of the atomic electrons [68].

Since the development of electromagnetic showers is primarily determined by
the electron density in the absorber medium, it is often convenient to describe
the shower characteristics in a material-independent way, mainly using the radia-
tion length X0 for the longitudinal development and the Molière radius ρM for the
transverse one.

The radiation length is defined as the distance over which an electron or positron
loses 63.2 % on average of its energy due to the bremsstrahlung process [68]. The
radiation length for a single material (with atomic number Z and mass number A)
can be evaluated by the following expression [25]:

X0 =
716.4 A

Z (Z + 1) ln(287/
√
Z)

g · cm−2 (3.1)

The radiation length for a mixture of different material can be calculated as fol-
lows [68]:

1

X0
=

∑

i

Vi

Xi
(3.2)

where Vi and Xi are respectively the fraction by volume and the radiation length
(in mm) of the ith component of the mixture. This formula is needed in order to
evaluate for instance the effective radiation length of the PAMELA calorimeter,
consisting mainly of tungsten absorbers and silicon detectors.

The Molière radius is defined as follows [68]:

ρM = Es ·
X0

Ec
g · cm−2 (3.3)

where X0 is the radiation length, Ec is the critical energy (see section 3.1.1) and
the scale energy Es = mec

2
√

4π/α = 21.2 MeV. About 90 % of the energy of
an electromagnetic shower is deposited in a cylinder with radius ρM around the
shower axis. Furthermore, the Molière radius is much less dependent on Z than
the radiation length and to first approximation the Z dependence cancels. In fact,
the radiation length is proportional to A/Z2 and assuming A ∼ Z one obtains
X0 ∝ Z−1; considering that the critical energy is also proportional to Z−1 it is easy
to see that ρM is independent of Z in first approximation [68].

3.1.1 The shower profiles

Via all the mechanisms described above, electromagnetic showers develop in the
calorimeter. The average energy of the shower particles decreases until no fur-
ther multiplications take place. The depth at which this occurs is called shower
maximum and beyond this point the number of shower particles decreases. The



3.1. Electromagnetic showers 45

shower maximum is reached at a so-called critical energy, Ec. The critical energy
is defined as the energy at which the average energy losses from radiation processes
equal those from ionization. Among alternate definitions is that of Rossi [69], who
defines the critical energy as the energy at which the ionization loss per radiation
length X0 is equal to the electron energy [25]:

[ dE

dX

]

ion
X0 = E (3.4)

The critical energy is parameterised by the Particle Data Group as [25]:

Ec =
610 MeV

Z + 1.24
(3.5)

This formula is valid for solids and liquids and shows the Z−1 dependence.
It is important to note that the development of an electromagnetic shower,

described in units of X0 and ρM , becomes approximately material-independent.

The longitudinal profile

The longitudinal development is governed by the high-energy part of the cascade
and therefore scales as the radiation length X0 in the material. Figure 3.3 shows the
longitudinal development of 10 GeV electron showers in different absorber materials.
All the three profiles look very similar which means that they roughly scale with
X0. However, a couple of small differences are present: as Z increases, the shower
maximum shifts to greater depth and beyond it the shower profile decreases more
slowly. The result of these effects is that, for instance, a larger number of radiation
lengths is needed in order to contain an electromagnetic shower in lead than in
aluminium [68].

Another characteristic of the longitudinal shower profile is that it has a loga-
rithmic energy dependence. Consider, for instance, an electron that emits a photon
via the bremsstrahlung process. After having traversed one radiation length, the
energy of the photon produced is half of the initial electron energy E0. Thus, after
n radiation lengths the electron has produced N = 2n secondaries (i.e. photons,
electrons and positrons) each with an average energy E = E0/N . As already men-
tioned, the cascade particles multiplication goes on until the average energy per
particle drops below the critical energy Ec. The maximum development is reached
after nmax = ln (E0/Ec) / ln 2 radiation lengths and the maximum number of
particles produced is Nmax = E0/Ec [1].

The transverse profile

The transverse shower profile provides information about the energy deposit
in a direction perpendicular to the shower axis. In the early stages of the shower
development the transverse spread is caused by multiple scattering of electrons
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Figure 3.3. Longitudinal development of 10 GeV simulated electron showers in
aluminium (black triangles), iron (open squares) and lead (black circles) [68].

and positrons, while beyond the shower maximum it is mainly due to the pho-
tons and electrons produced via Compton scattering and the photoelectric effect.
Thus, radial shower profiles are characterised by a pronounced central core (the first
component) surrounded by a halo (the second component). These features allow
electromagnetic showers to be separated from hadronic ones. Usually transverse
profiles are described in units of Molière radius ρM .

Electromagnetic shower development in the PAMELA calorimeter is shown in
figure 3.4: the shower is initiated by a 100 GeV positron and is obtained by a
GEANT3 simulation. The narrow core around the shower axis, where most of the
energy is released, is clearly visible.

3.2 Hadronic showers

A hadronic interaction takes place when a hadron, e.g. a proton, enters a thick
material. Strong interactions can arise between the shower particles and the nu-
clei of the absorbing medium resulting in a more complicated shower development
compared to the electromagnetic one. Charged hadrons can ionize the atoms of the
traversed medium and usually they interact strongly with the atomic nuclei. Neu-
tral hadrons instead cannot ionize the medium: they lose energy only by nuclear
interactions. An important feature which characterises hadronic shower develop-
ment is that neutrons are abundantly produced in nuclear interactions. On the
contrary, the production of neutrons is lower in electromagnetic showers: thus,
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Figure 3.4. Electromagnetic shower development in the PAMELA calorimeter: the
shower is initiated by a 100 GeV positron and is obtained by a GEANT3 simulation.
On the left and on the right the x-view (bending) and y-view (non-bending) of
the apparatus are shown respectively; a view of the event from above is depicted
too. The vertical red line corresponds to the z-axis. The colour scale indicates the
detected energy in each calorimeter strip.
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neutron detection could be a very powerful way to distinguish between electro-
magnetic and hadronic showers. Another important difference is the scale of the
shower development which, in the hadronic case, is governed by the cross section
for nuclear interactions.

In the first nuclear reaction, mainly mesons, nucleons and photons are produced.
These particles may lose their energy by ionization or interact in the calorimeter
material causing shower development. This is the case of neutral pions which
rapidly decay into two photons, thus initiating electromagnetic shower development
inside the hadronic one (see section 3.3).

3.2.1 The shower profiles

Hadronic shower development is governed by the nuclear interaction length λint.
The nuclear interaction length of an absorber medium is defined as the average
distance a hadron has to travel inside that medium before a nuclear interaction
occurs. The relationship between λint and the total cross section σtot for nuclear
interactions is [68]:

σtot =
A

NA · λint
(3.6)

The total cross section is determined by the interactions between incident particles
and target nuclei. The total cross section scales with A2/3. The target cross section
is related to the nuclei radius as r2 and the volume is proportional to the atomic
weight A, i.e. r3 ∝ A. Thus, using the previous formula, one can obtain that
the radiation length λint is proportional to A1/3 when λint is expressed in units
of g · cm−2 [68].

Secondary particles, mainly pions, produced in the hadronic interactions, are
emitted in the forward direction of the primary hadron. The spallation fragments
are emitted instead more or less isotropically in the laboratory frame. For this
reason the longitudinal and the transverse profiles are very different from those of
the electromagnetic showers.

The longitudinal profile

Longitudinal profiles of hadronic showers have some similarities with those of
electromagnetic showers. The number of particles produced during hadronic inter-
actions rises roughly linearly and reaches a maximum which depends on the particle
energy. Beyond the maximum, particle multiplication is balanced by the absorp-
tion of shower particles; thus, the number of secondaries decreases and this decay is
much less steep than the initial rise. In this case, any maximum lies deeper in the
calorimeter for a given incident energy than in the electromagnetic showers. This
is due to the fact that the mean free path for hadronic interactions is much longer
than for electromagnetic processes. Thus, the absorption of hadronic showers re-
quires more material compared to the absorption of electromagnetic showers of the
same energy.
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The transverse profile

Hadronic showers develop deeper in the calorimeter and are also much broader
than electromagnetic ones. The lateral profile is usually composed by a narrow
core, generated by the electromagnetic component, and a halo produced by the
non-electromagnetic shower component. The narrow core is generated by neutral
pions which induce electromagnetic shower development inside the hadronic one
(see section 3.3).

Hadronic shower development in the PAMELA calorimeter is shown in figure 3.5:
the shower is initiated by a 100 GeV proton and is obtained by a GEANT3 simula-
tion. Comparing this figure with an electromagnetic shower induced by a positron
of the same energy (figure 3.4) it is clearly visible that a proton interacts deeper in
the calorimeter and that the lateral profile of the initiated shower is broader.

Figure 3.5. Hadronic shower development in the PAMELA calorimeter: the shower
is initiated by a 100 GeV proton and is obtained by a GEANT3 simulation. On the
left and on the right the x-view (bending) and y-view (non-bending) of the apparatus
are shown respectively; a view of the event from above is depicted too. The vertical
red line corresponds to the z-axis. The colour scale indicates the detected energy in
each calorimeter strip.
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3.3 The π
0 contamination of hadronic showers

As already mentioned, hadronic showers generally contain a component that prop-
agates electromagnetically. For instance, when protons interact with nuclei in the
first interaction charged and neutral pions are produced, e.g.:

p + N → π+, π−, π0 (3.7)

While charged pions can interact with nuclei and produced other pions, neutral
pions immediately decay into two photons

π0 → γ + γ (3.8)

The π0 mean lifetime is τ = 8.4 · 10−17 s [14] with a probability of about 0.99 [25].
Thus, these photons induce an electromagnetic shower producing electrons, positrons
and other photons via Compton scattering, photoelectric effect and electron-positron
pair production. It is important to stress that process 3.8 is not the only way in
which photons are produced in hadronic interactions. During the first proton inter-
action with nuclei η mesons are also produced and they can decay into two photons

η → γ + γ (3.9)

with a probability that is about 0.28 [25]. For low transverse momenta, the pro-
duction ratio η / π0 is of the order of 10 % [70]. In the work described in this thesis
only the process 3.8 has been taken into account.

Considering process 3.7, the average fraction felm of the initial hadron energy
converted into π0 increases according to a power law:

felm = 1− (1− fπ0)n (3.10)

where fπ0 is the fraction of neutral pions produced in the first interaction, (1 − fπ0)
is the non-electromagnetic component of the shower and n is the number of gen-
erations of reactions. On average, approximately 1/3 of the mesons produced in
the first interaction are neutral pions. It is necessary to stress that other particles
are produced than just charged and neutral pions and therefore fπ0 = 1/3 should
be considered as an upper limit [68]. Furthermore, the number of generations n is
directly proportional to the energy of the particle that initiated the shower.

The transverse profiles of hadronic showers are thus characterized by an electro-
magnetic core caused by neutral pions. Since the electromagnetic showers develop
in a smaller amount of material compared to the hadronic ones, on average the
energy density is larger close to the shower axis and in the first stages of the shower
development where most of the π0s are generated.

In the PAMELA experiment hadrons and leptons with E > 2 GeV cannot be
discriminated by using the dE/dx and β velocity measurements provided by the
time-of-flight system [60] (see section 2.1.1). Thus, the different longitudinal and
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transverse shower profiles inside the electromagnetic calorimeter allow a high iden-
tification power between electromagnetic and hadronic showers. Since the identi-
fication of positrons over a large background of protons is one of the main goal of
the PAMELA experiment, the electromagnetic contamination of hadronic showers
due to neutral pions could affect the discrimination between positron and proton
events and it becomes extremely important within the context of the positron anal-
ysis. A study of π0 contamination of hadronic showers has been performed using
simulations and it is described in chapter 4.

3.4 The PAMELA electromagnetic calorimeter

As already described in chapter 2 (section 2.1.3), the PAMELA electromagnetic
calorimeter is formed by 44 single-sided silicon sensor planes interleaved with 22
plates of tungsten absorber. Each detector plane is formed by a silicon detector x-
view plane, a tungsten absorber and a silicon detector y-view plane. Two detector
planes formed one detector module (see figure 3.6). The silicon detectors form a
total sensitive area of about 24 cm × 24 cm and are arranged in a 3 × 3 matrix.
Each silicon detector is segmented into 32 read-out strips thus forming 96 total
strips for each plane. Furthermore, all the strips are connected creating 24 cm long
strips [59].

The calorimeter was designed in order to contain electromagnetic showers: its
total depth is 16.3 X0 and up to energies of the order of 1 TeV the maximum of
the electromagnetic cascade is well contained inside the calorimeter [64]. On the
contrary, the total depth corresponds to ∼ 0.6 nuclear interaction lengths only,
thus ∼ 40 % of protons pass through the calorimeter without interacting. The
longitudinal and transverse segmentation of the calorimeter combined with the
energy released in each silicon strip gives a powerful way to identify electromagnetic
showers [59].

The calorimeter reconstructs the energy of incident electrons independently from
the tracking system. Figure 3.7 shows the energy dependence of the energy reso-
lution of the calorimeter: the energy resolution for electrons shows a square root
dependence on the energy reaching a constant value above 20 GeV of ∼ 5.5 %. Up to
200 GeV it follows a quasi-linear behaviour as a function of the electron energy with
deviations accounting for the partial containment at the highest energy. For energies
greater than ∼ 800 GeV the resolution decreases because of increasing longitudinal
leakage and saturation of the signal from the strips (∼ 1100 MIP) [64]. One MIP
is the energy deposited by a minimum ionising particle. The mean rate of energy
loss by relativistic particles traversing a material is governed by the Bethe-Bloch
equation: the trend of this equation as a function of the particle momentum has a
minimum due to ionisation processes which lies around 1 − 2 MeV cm2 g−1 [25].
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Figure 3.6. Schematic overview of one calorimeter module. One module consists of
two detector planes, where each plane is formed by a silicon detector x-view plane,
a tungsten absorber and a silicon detector y-view plane; the segmentation of each
silicon detector plane in 96 total strips is also visible (top). The calorimeter consists
of 11 of such modules [71].
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Figure 3.7. The energy dependence of the energy resolution of the electromag-
netic calorimeter. The black filled points are for normal operation (test beam data)
and the open circle points are for the self-trigger mode (simulations) described in
section 2.2.1 [59].
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3.4.1 Shower profile variables

In order to study the π0 contamination of hadronic showers in the PAMELA
calorimeter, shower profiles have been studied in a detailed way using GEANT3
simulations (see chapter 4). The variables used to distinguish between electromag-
netic and hadronic interactions are described below, where the term strips refers
to the silicon strips which constitute each detector plane (see figure 3.6), and the
terms track and rigidity refer respectively to the track and the rigidity as recon-
structed by the tracker. In the PAMELA calorimeter a radius of 2ρM around the
shower axis corresponds to 8.5 silicon strips [64]. Furthermore, the shower axis is
defined by extrapolating the particle track reconstructed by the spectrometer. The
variables are divided into variables related to the energy released in the calorimeter
and variables related to the number of hit strips. Figures 3.8 − 3.12 show the dis-
tributions of some of the quantities listed below for simulated 100 GeV positrons
and protons.

Energy related variables

- qtot → total energy deposited in the calorimeter
since up to energies of the order of 1 TeV the maxima of the electromagnetic
cascades are well contained inside the PAMELA calorimeter [64] and ∼ 40 %
of the hadronic particles pass through the calorimeter without interacting,
qtot is expected to be greater for electromagnetic than for hadronic events for
a given incident energy (see figure 3.8);

- qtrack → energy deposited in the strips along the track and in the neighbour-
ing strips on each side
as described in section 3.1, since about 90 % of the energy of an electromag-
netic shower is deposited in a cylinder of radius ρM around the shower axis,
qtrack has higher values in the electromagnetic case than in the hadronic one;

- qstrack → energy deposited in the hit strips along the reconstructed track
in electromagnetic showers qstrack is greater than in hadronic cascades (see
also qtrack);

- qmax → the maximum energy deposited in a single strip
the released energy in each strip reflects the secondary particle multiplicity
density; thus, for electromagnetic showers, characterised by a larger number of
secondaries, this value is expected to be larger compared to hadronic showers;

- qcyl → energy deposited in a cylinder of radius eight strips around the shower
axis
since eight silicon strips in the PAMELA calorimeter correspond to∼ 2ρM [64],
more than 90 % of the energy of an electromagnetic shower is released in a
cylinder of radius eight strips around the shower axis; thus, qcyl is greater in
the electromagnetic case than in the hadronic one;
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- qpre → energy deposited in a cylinder of radius eight strips around the shower
axis, and only in the first three calorimeter planes
since the mean free path for electromagnetic interactions is shorter than for
hadronic interactions, the probability that an electromagnetic shower starts
in the first three planes of the calorimeter is greater than for hadronic showers
(∼ 89 % [64]); thus, qpre is greater in the electromagnetic case (see also qcyl);

- qtr → energy deposited in a cylinder of radius four strips around the shower
axis
due to the topology of the transverse shower profile, this variable is greater
for electromagnetic cascades than for hadronic ones (see also qcyl);

- qpresh → energy deposited in a cylinder of radius two strips around the
shower axis and only in the first four planes of the calorimeter
due to differences in shower topology, qpresh assumes higher values in the
electromagnetic case than in the hadronic one; the qpresh distribution (see fig-
ure 3.10-top) shows that showers induced by positrons start mostly in the first
calorimeter planes while protons with the same initial energy interact deeper
(see also qcyl and qpre);

- qcore → sum of the convolution of the energy qhit released on each calorime-
ter plane within a cylinder of radius 2ρM around the shower axis and the
number of the plane itself; the sum is performed on both views and only up to
the plane plmax closest to the electromagnetic shower maximum

qcore =

plmax
∑

i=1

Y view
∑

j=Xview

qhit(i, j) · i

since the transverse shower profile for electromagnetic cascades is smaller than
for hadronic ones, qcore has greater values for electromagnetic events (see also
ncore);

- e0imp → ratio between the energy released in the calorimeter and the rigidity
reconstructed by the tracker; the energy released in the calorimeter is extrap-
olated from the fit of the longitudinal shower development
this variable is almost constant for positron and electron events because elec-
tromagnetic showers are more confined than hadronic ones, thus the energy
in the calorimeter is proportional to the initial energy of the particle, i.e. the
energy reconstructed by the tracker; this is not the case in hadronic inter-
actions where part of the energy is not detected in the calorimeter due to
emission of neutrinos, neutrons, etc.

- v4siq → energy released in the strip hit by the track and in the one to the
right and to the left, and only in the first two calorimeter planes
due to the shower topology, this variable is greater for electromagnetic cas-
cades than for hadronic ones (see also qcyl, qpre and qpresh);
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- enfitatmax → difference between discrete and continous values of the en-
ergy released in the planes around the maximum longitudinal development of
the shower
due to the shower topology, this variable assumes greater values for electro-
magnetic showers than for hadronic ones;

- enfitatmaxns = enfitatmax / nstrip

- asymmetry → ratio between the energy released in the calorimeter planes
above and up to the plane where the energy released is maximum, planemax,
and the energy released below planemax

this variable represents the asymmetry of the longitudinal shower profile,
thus it is almost constant for electromagnetic showers while assumes different
values for hadronic cascades;

- aveder → average derivative of the longitudinal shower profile fit done on
the first seven calorimeter planes
due to the shower topology this variable assumes higher values for electro-
magnetic showers than for hadronic ones;

- qtotimp = qtot / rigidity
the qtotimp distribution (see figure 3.9-top) is essentially flat for protons with
a peak at low energies for the non-interacting ones; in the positron case, the
energy is normally distributed as long as most of the shower is contained
inside the calorimeter [64]; its behaviour is similar to the distribution of qtot,
i.e. the total energy detected in the calorimeter;

- qm = qmax / qtrack
this variable (see figure 3.12-bottom) is sensitive to the transverse shower
profiles: in the shower induced by positrons the maximum energy is released
along the event track and thus the qm distribution shows a narrow peak
close to zero; qm assumes higher values in the proton case, since hadronic
interactions or nuclei fragmentations can take place far away from the shower
axis;

- q0 = qstrack / qtot
it is the fraction of the calorimeter energy deposited on the hit strips along the
reconstructed track and it assumes greater values for electromagnetic showers
(see also q3 )

- q1 = qcyl / qtot
this variable (see figure 3.11-bottom) is the fraction of calorimeter energy
deposited inside a cylinder of radius eight strips (∼ 2ρM ) around the shower
axis; thus, in the electromagnetic showers q1 ∼ 0.9, i.e. 90 % of the energy
released in the calorimeter is detected within eight strips from the shower
axis;
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- q2 = qtrack / qtr
this variable (see figure 3.11-top) is the ratio between the energy deposited
in the strip closest to the track and that deposited inside a cylinder of ra-
dius four strips around the shower axis; showers initiated by positrons have
q2 ∼ 0.6 − 0.7 (see also qt1 );

- q3 = qtrack / qtot
this variable is similar to q1 but in this case it is the fraction of calorimeter
energy deposited in the strips closest to the event track; showers initiated by
positrons have q3 ∼ 0.5 − 0.6 (see figure 3.10-bottom);

- q4 = qtr / qtot
this variable is very similar to q1 and q3 ; in this case, it is the fraction of
calorimeter energy deposited inside a cylinder of radius four strips around the
shower axis; showers initiated by simulated positrons have q4 ∼ 0.8;

- qt1 = qtrack / qcyl
a simple calculation shows that qt1 = qtrack / qcyl = q3 / q1 and its dis-
tribution in the positrons case has a sharp peak around 0.6: this means that
∼ 60 % of the energy detected within eight strips from the shower axis is
deposited in the strips closest to the track (see figure 3.12-top).

Strip number related variables

- nstrip → total number of strips hit in the calorimeter
since electromagnetic and hadronic events have a very different shower topol-
ogy, the distribution of nstrip is very different in the two cases; generally,
for a given incident energy, due to the different interaction types and to the
calorimeter sizes, it assumes higher values in the electromagnetic case than
in the hadronic one;

- ncyl → number of strips hit in a cylinder of radius eight strips around the
shower axis
eight silicon strips in the PAMELA calorimeter correspond to ∼ 2ρM [64],
thus this variable has much higher values for electromagnetic showers than
for hadronic ones (see also nstrip);

- npre → number of strips hit in a cylinder of radius eight strips around the
shower axis in the first three calorimeter planes
the probability that an electromagnetic shower starts in the first three planes
of the calorimeter is greater than 89 % [64], thus npre is greater in the elec-
tromagnetic case than in hadronic one (see also nstrip and ncyl);

- v3sihit → number of strips hit in the first three calorimeter planes
this variable has greater values in the electromagnetic case (see also npre);
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- ncore → sum of the convolution of the number of hit strips nhit on each
calorimeter plane within a cylinder of radius 2ρM around the shower axis and
the number of the plane itself; the sum is performed on both views and only
up to the plane plmax closest to the electromagnetic shower maximum

ncore =

plmax
∑

i=1

Y view
∑

j=Xview

nhit(i, j) · i

since the transverse shower profile for electromagnetic cascades is smaller
than for hadronic ones, ncore has greater values for electromagnetic events
(see figure 3.9-bottom).
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Figure 3.8. Distribution of the total energy qtot detected in the calorimeter for
100 GeV simulated positrons (black line) and protons (red line). 1 MIP is the average
energy deposited by a minimum ionising particle.
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Figure 3.9. Distributions of some shower profile variables for 100 GeV simu-
lated positrons (black line) and protons (red line). Top: distribution of the vari-
able qtotimp = qtot / rigidity. Bottom: distribution of ncore as defined in the text.
1 MIP is the average energy deposited by a minimum ionising particle.
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Figure 3.10. Distributions of some shower profile variables for 100 GeV simulated
positrons (black line) and protons (red line). Top: distribution of qpresh as defined
in the text. Bottom: distribution of q3 = qtrack / qtot. 1 MIP is the average energy
deposited by a minimum ionising particle.
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Figure 3.11. Distributions of some shower profile variables for 100 GeV simulated
positrons (black line) and protons (red line). Top: distribution of q2 = qtrack / qtr.
Bottom: distribution of q1 = qcyl / qtot. 1 MIP is the average energy deposited by
a minimum ionising particle.
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Figure 3.12. Distributions of some shower profile variables for 100 GeV simulated
positrons (black line) and protons (red line). Top: distribution of qt1 = qtrack / qcyl.
Bottom: distribution of qm = qmax / qtrack. 1 MIP is the average energy deposited
by a minimum ionising particle.



Chapter 4

Simulation studies of π0

contamination

Among all the secondary particles produced in a hadronic interaction (see sec-
tion 3.2), neutral pions are of particular interest because they almost immediately
decay into two photons (see section 3.3). These photons initiate electromagnetic
showers which develop inside the hadronic cascades and which may result in a
proton being misidentified as a positron.

In order to study this electromagnetic component in hadronic showers, simu-
lations of hadronic and electromagnetic showers induced by protons and positrons
respectively have been produced and studied. The simulation of the entire appa-
ratus is a Monte Carlo program based on the GEANT code, version 3.21, and was
developed by the PAMELA Collaboration. The simulation code was also modified
in order to artificially increase the number of neutral pions produced in hadronic
showers and study the consequences for positron identification.

In this chapter part of the simulation code and the related changes used in this
analysis are described. An approach using shower profile variables in the calorimeter
has been tested on simulations in two different energy ranges and up to a maximum
energy of 300 GeV. This approach has been also applied to flight data in order to
select positron and electron events. The resulting positron fraction is shown at the
end of the chapter.

4.1 GEANT3 simulations

As described in section 3.3, hadronic showers contain an electromagnetic component
initiated by the neutral pions. In order to study this π0 contamination in hadronic
showers simulations of protons and positrons interacting in the calorimeter have
been produced and studied.

63
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The simulations have been performed using GPAMELA [72], the PAMELA Col-
laboration’s official simulation code. GPAMELA is a Monte Carlo program based
on the GEANT package [73] version 3.21. The simulation code reproduces in detail
PAMELA subdetectors, including all the mechanical parts inside the experiment
acceptance and the pressurized vessel which contains the apparatus.

The GPAMELA code consists of three main parts; each part calls different
subroutines which were implemented for different tasks. These three main parts
are:

1. initialization → this is the initial phase where all the data structures and
parameters are initialized and prepared for the event simulation. This phase
is controlled by the user in the subroutine UGINIT. Each step is controlled
both by default GEANT subroutines and GPAMELA user subroutines which
are identified by the prefix GP:

- the input datacards, chosen by the user in the subroutine GPFFR, are
interpreted;

- the subroutine GSPART creates the data structure JPART which describes
the particle properties;

- the subroutine GPMAT creates the data structure JMATE which describes
the characteristics of the materials used;

- the geometrical volumes which constitute the detector are defined in the
subroutines GPGEO and GPDAT and stored in the JVOLUM data
structures;

- the tracking medium parameters are defined in the subroutine GPMED;

- the sensitive elements of the geometrical volumes are defined in the subrou-
tine GPHIT;

- all the geometrical information defined by the user are processed in the
subroutine GGCLOS;

- the energy loss and cross section tables are calculated and stored in the
data structure JMATE by the subroutine GPHYSI.

At the end of this phase everything is ready for the particle transportation;

2. event processing → this is the main phase where primary particles are followed
inside the detector, from the generation point to the final step; it is controlled
by the subroutine GRUN. Each step of the generated events is analysed by
different subroutines. Here a list of the most important ones:

GUKINE reads or generates the kinematics of the primary particle track
(i.e. particle arrival direction (θ, φ), energy, etc.) and stores it in specific
data structures;
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GUTREV controls the propagation of each particle by calling the subrou-
tine GUTRACK;

GUTRACK controls the tracking of one event; if a particle passes through
a sensitive detector, all useful information “hits” are stored in the data
structure JHITS;

GUSTEP controls each tracking step along the track. This subroutine can
store a hit or transfers a secondary product; also, coordinates of points
along the track are stored;

GUPHAD calls the hadronic package for cross section calculation, in case
of hadronic interaction; the hadronic package is selected by the user;

GUDIGI controls the response of different detectors using information stored
during the particle transportation in the data structures JHITS; the re-
sults are then stored in a specific data structure;

GUOUT is called at the end of one event and performs the final processes,
such as output the relevant data structures.

3. termination → this is the last phase, where final results are printed and
histograms are saved; it is controlled by the subroutine UGLAST.

The default configuration of geometric volumes defined in GPAMELA is shown
in figure 4.1. The geometric volumes included in this configuration are: the time-
of-flight system (S1, S2 and S3), the magnetic spectrometer, the electromagnetic
calorimeter, the anticoincidence system (CAS, CAT and CARD), the neutron de-
tector and the bottom scintillator plane S4. The pressurized vessel which encloses
the whole apparatus is also included. With respect to the PAMELA reference sys-
tem (figure 2.2) the GPAMELA reference system is shifted 49.229 cm down along
the z-axis; thus, in the GPAMELA reference system, the origin of the PAMELA
reference system has coordinates (x0, y0, z0) = (0, 0, 49.229) [74]. Also, all the
simulated events presented in this work have been generated on a surface with
dimensions 2 m × 2 m positioned at z = 1.095 m (see figure 4.1).

Proton events have been simulated using the FLUKA hadronic generator pack-
age1. In FLUKA different models of hadronic processes are used depending on the
type and on the energy of the primary particle. The total cross section for hadronic
interactions is evaluated during the event processing phase since it depends on the
nature of the incident particle. Thus the cross section is evaluated during the
particle tracking process by FLUKA subroutines [73]. A study of the PAMELA
calorimeter performance using the FLUKA hadronic package is reported in [64].

1version 2006.3b-7.
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Figure 4.1. Configuration of the PAMELA apparatus as simulated by the
GPAMELA code [74]. This configuration includes: the time-of-flight system (con-
sisting of the scintillator planes S1, S2 and S3), the magnetic spectrometer (SPE),
the electromagnetic calorimeter (CALO), the anticoincidence system (CAS, CAT
and CARD), the neutron detector (ND) and the bottom scintillator plane S4. The
pressurized vessel which contains the whole apparatus is also included. The genera-
tion surface is shown on the top: it has dimensions 2 m × 2 m and it is positioned
at z = 1.095 m.
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4.2 “Only-π0 case” simulations

As described in section 3.3, hadronic showers contain an electromagnetic component
which could have consequences for positron identification. Thus, a primary goal of
this work was to quantify the electromagnetic contamination of hadronic showers
using GEANT3 simulations (see section 4.1).

The number of π0s produced in hadronic showers has been increased and the
characteristics of the corresponding shower profiles studied. An artificial way of
increasing the number of π0s is to change all the charged pions produced in a
hadronic shower into neutral ones, assuming similar production characteristics for
charged and neutral pions, like for instance angular distribution and cross section.
Of course, this is a non-physical process but it allows the π0 contamination to be
studied in a straight-forward way, without modifying the interaction cross section
of the primary proton in the GEANT3 simulation package. As mentioned in sec-
tion 4.1 the cross section is evaluated by FLUKA subroutines during the particle
tracking process since it depends on the nature of the particle and on the interaction
type. Thus changing the cross section of the primary proton implies changes in the
cross section calculations of all the other secondary interaction processes, and this
requires a deep modification in the GEANT3 simulation code.

Charged pions were converted into neutral ones in the GUSTEP subroutine of
the GPAMELA code where the secondary particles are processed (section 4.1). In
this subroutine secondary particles are transfered either to the JSTAK stack or to
the JVERTX and JKINE event structures by calling the GSKING subroutine. In
the JSTAK data structure secondary particles generated by the current transported
particle are processed before proceeding to the next particle [74]. The changes were
written at the end of the GUSTEP subroutine, just before the call to the GSKING
subroutine. Furthermore, this change was made for all the π+ and π− produced in
hadronic interactions in all the PAMELA apparatus, but in the subsequent analy-
sis only events interacting in the calorimeter have been considered (see selections
described in section 4.4).

Note that, from now on, proton simulations produced with this change will be
referred to as the only-π0 case while usual proton simulations will be mentioned
as the normal case .

4.3 Simulation analysis

In order to study the electromagnetic contamination of hadronic showers, simula-
tions of positron and proton events have been produced and studied. Standard
selection criteria for positron identification (see section 4.4) have been applied to:

- the simulated positron sample, in order to find the selection efficiencies

- the simulated proton sample (normal case), in order to study the contamina-
tion
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- the simulated proton sample (only-π0 case), in order to study the contami-
nation

Two sets of simulations have been produced in different energy ranges:

- 20 − 100 GeV

- 100 − 300 GeV

All the incident particles have been randomly generated with an inclination angle
θ = (0, 20)◦ (the maximum track inclination allowed by the PAMELA geometrical
factor is 20◦ [63]) and an azimuth angle φ = (0, 359)◦. The events have been
generated with an energy spectrum ∝ E−2.7 for protons and ∝ E−3.0 for positrons,
in agreement with cosmic ray measurements of proton and electron spectra (see
section 1.1).

The simulations produced in this work are summarized in table 4.1. Hadronic
shower development in the only-π0 case are also shown in figure 4.2: the events
belong to simulations produced in the energy range 20 − 100 GeV. The shower
development in the calorimeter looks very different in the two cases: the event
depicted in figure 4.2-top is similar to an hadronic cascade without any pion modi-
fications (see figure 3.5); the event shower development shown in figure 4.2-bottom
has instead a very pronounced core and is more similar to an electromagnetic cas-
cade (see figure 3.4). This last case could be problematic and may result in a proton
being misidentified as a positron.

E = (20 − 100) GeV E = (100 − 300) GeV

105 positrons 6 · 104 positrons

105 protons (normal case) 105 protons (normal case)

5 · 105 protons (only-π0 case) 5 · 105 protons (only-π0 case)

Table 4.1. Number of simulated positrons and protons (normal and only-π0 case)
produced in two different energy ranges and used in the analysis described in follow-
ing sections.

In the following section, the analysis of the simulations listed in table 4.1 is
described.
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Figure 4.2. Two different examples of hadronic shower development in the
PAMELA calorimeter in the only-π0 case simulations. The events have been ran-
domly generated with an inclination angle θ = (0, 20)◦ and an azimuth angle
φ = (0, 359)◦, also according to an energy spectrum ∝ E−2.7. The vertical red
line corresponds to the z-axis. Top: event with a tracker reconstructed rigidity of
47.6 GV; the shower development is similar to an hadronic one generated in the
normal case (see figure 3.5). Bottom: event with a tracker reconstructed rigidity
of 41.6 GV; in this case the shower development has a very pronounced core and is
more similar to an electromagnetic shower development (see figure 3.4).
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4.4 Positron selection criteria

The standard positron selection criteria, used for both simulated and flight data,
can be summarized as:

- tracker selections

- time-of-flight selections

- anticoincidence selections

- calorimeter selections

The requirements applied to each subdetector are described in the following sec-
tions.

4.4.1 Tracker selections

As described in section 2.1.2, the magnetic spectrometer allows charged particle
deflection, η, to be measured as well as the rigidity. Furthermore, particle tracks
are reconstructed using spatial information from the energy released in the six
silicon layers. The following criteria are used in order to select events with a good
reconstructed track:

1. χ2 > 0

2. number of integration steps in the track fitting algorithm < 100

3. χ2 < 6.8014 + 138.876 · η2 − 9.69343 · η4

4. χ2
x < 3.58161 + 88.334 · η2 − 7.64979 · η4

5. number of hits in the x-view ≥ 4

6. number of hits in the y-view ≥ 3

7. rigidity < MDR

8. dE/dx averaged over all the planes < 2 MIP

The first and the second criteria put constraints on the quality of the fitted
track and select events with a single track reconstructed by the tracker. The third
and fourth selections set an upper limit respectively on the evaluated global χ2

and on the χ2 evaluated on the x-view, rejecting particles scattered on the tracker
planes or events with multiple tracks. The fifth and the sixth criteria ensure a
good quality of the track. Furthermore, the track fitting procedure determines the
particle deflection η; the error associated to the measured deflection η is used as an
estimate of the MDR for each event (see section 2.1.2). Thus, the seventh selection
requires that the reconstructed rigidity for each event should be smaller than the
estimated MDR, eliminating all the events with a large error on the measured
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deflection η. The last criterion selects events which do not release an energy greater
than 2 MIP in all the silicon layers (1 MIP is the average energy deposited by a
minimum ionising particle); thus, particles which pass through the tracker without
interacting are selected [38].

4.4.2 Time-of-flight selections

The time-of-flight system (see section 2.1.1) provides the main PAMELA trigger,
where coincidental energy deposits are required in the three scintillator planes.
The absolute value of charge, z, of the incident particles is also determined by
measuring the ionisation energy loss (dE/dx) in the scintillators. Furthermore, the
ToF system measures the time-of-flight of the particles passing through its planes.
Thus, the velocity β of incident particles is derived combining this information with
the track length obtained from the spectrometer. The selection criteria regarding
the time-of-flight system are the following:

1. no more than one hit paddle in the scintillator layers S11, S12, S21 and S22

2. released energy in S1 less than 3 MIP

3. released energy in S2 less than 3 MIP

4. the sum of the energy released in S1 and S2 must be higher than 0.2 MIP

5. β > 0

The first four conditions select non-interacting particles in the silicon layers
above the tracker and also reject multiparticle events. No constraints are put on
the scintillator layer S3 because events interacting in the calorimeter can produce
secondary particles which are backscattered towards S3. Furthermore, albedo par-
ticles crossing PAMELA from bottom to top are rejected by requiring a positive
velocity β (fifth selection) [38].

4.4.3 Anticoincidence selections

As already mentioned in section 2.1.5, the anticoincidence system permits identifi-
cation of secondary particles produced via interactions of the primary ones with the
PAMELA apparatus. In order to remove these false trigger events, the following
events are selected:

1. events without signals in CARD scintillators

2. events without signals in CAT scintillator

Events which produce signals in the CAS scintillators are instead not rejected
since particles backscattered from the calorimeter can hit the anticoincidence scin-
tillators surrounding the tracker [38].



72 Chapter 4. Simulation studies of π0 contamination

4.4.4 Calorimeter selections

The main task of the electromagnetic calorimeter is the identification of electromag-
netic and hadronic showers through its longitudinal and transverse segmentation
(see section 2.1.3).

Since a radius of 2 ρM around the shower axis corresponds to 8.5 silicon strips [64]
only events that shower ∼ 8 − 9 strips away from the calorimeter borders are se-
lected thus ensuring that ∼ 95 % of the shower energy is contained inside the
calorimeter. Selections regarding the shower development are also considered:

1. tmaximp = tmax / log(qtot) < 1.5

2. noint < 5 · (1 + 5 · e−0.1 · R)

where qtot is the total energy detected in the calorimeter (see section 3.4.1).
The first selection is related to the shower longitudinal development: for each

event, the shower longitudinal development in the calorimeter is fitted with a
gamma function [75] and the maximum, tmax, of the fit is evaluated in units of
radiation length X0. Simulations in the energy range 20 − 100 GeV show that
tmaximp < 1.5 X0/MIP selects 97.8 % of positrons and 44.0 % of protons (see
figure 4.3). This is because hadronic showers develop deeper in the calorimeter
than electromagnetic showers.
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Figure 4.3. Distribution of the variable tmaximp for simulated positrons (black
line) and protons in the normal case (red line). The violet arrow shows the cut
tmaximp < 1.5X0/MIP which selects 97.8 % of positrons and 44.0 % of protons. The
distributions are obtained from simulated events in the energy range 20 − 100 GeV.
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The second selection is related to the starting point of the shower. The variable
noint is defined as follows:

noint =

2
∑

j=1

22
∑

i=1

θ(i, j) · i (4.1)

where θ(i,j) = 1 if the deposited energy is typical of a proton (∼ 1 MIP) within
4 mm from the reconstructed shower axis, otherwise θ(i,j) = 0. The final value is
evaluated summing over all the 22 calorimeter tungsten planes and for both the
x-view and y-view. The noint value increases as the interactions start deeper in the
calorimeter: thus, it assumes low values for electromagnetic showers which have a
high probability to start in the first three calorimeter planes.

4.5 The “Nature analysis” approach

As described in Chapter 3, showers induced by hadronic events differ significantly
from those induced by electromagnetic ones. In the hadronic case the lateral profile
is broader than in electromagnetic showers which also have a pronounced central
core surrounded by a more diffuse halo.

Information about the energy deposit in a direction perpendicular to the shower
axis is provided by the variable qtrack/qtot, where qtrack is the energy deposited in
the strips along the track and in the neighbouring strips on each side and qtot is the
total energy detected in the calorimeter (see section 3.4.1 for a further description).
This variable describes the fraction of calorimeter energy deposited in the strips
closest to the shower axis as reconstructed by the tracker.

The selections described in section 4.4 have been used to produce the widely
discussed2 positron fraction published in the journal Nature [31] (see section 1.5.1).
The selection approach primarily uses the longitudinal development and the start-
ing point of the shower in the calorimeter in order to separate electromagnetic and
hadronic events; furthermore, evaluating these variables in the upper and in the
lower part of the calorimeter, a clean sample of protons and positrons was ob-
tained. The procedure is the following: the 22 tungsten planes which constitute
the calorimeter have been divided in two parts: the upper part from plane 1 to
plane 20, and the lower part from plane 3 to plane 22. All the variables related
to the calorimeter, i.e. the total detected energy and the shower profile variables,
have been evaluated separately for both parts. Among positively charged events a
clean sample of protons can be obtained selecting particles that do not interact in
the first two planes, i.e. considering only the lower part of the calorimeter, since
only 2 % of positrons with rigidities greater than 1.5 GV pass this condition [31].
For positron identification only the upper part of the calorimeter has been used.
The number of electron and positron candidates in each energy interval was evalu-
ated by a parametric bootstrap analysis [76] (see also section 5.4) with maximum

2There have been 858 citations to date, 12 - 4 - 2012, according to SPIRES.
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likelihood fitting applied to the calorimeter energy fraction distributions along the
track (qtrack/qtot) [31].

Schubnell [77] argues that the rise in PAMELA positron fraction for energies
greater than 10 GeV could be due to π0 contamination of hadronic showers. In or-
der to investigate this, the selections used in the Nature approach were applied to
proton (normal and only-π0 case) and positron simulated samples. The qtrack/qtot
distributions for the selected events are shown in the upper panels of figures 4.4, 4.5
and 4.6 and are plotted in three different rigidity ranges. Simulations show that dis-
tributions for protons in the only-π0 case are well separated from those of positrons.
The distributions related to simulated positrons and protons in the only-π0 case
have then been compared to the qtrack/qtot distributions for positively charged
particles in flight data selecting through the Nature approach (figures 4.4-bottom,
4.5-bottom and 4.6-bottom). In this procedure it has been assumed that all the pos-
itive particles in flight data are protons (the proton-to-positron flux ratio is ∼ 104

at 100 GV). The qtrack/qtot distribution for positively charged particles in flight
data (red line) appears as a mixture of two components: one for qtrack/qtot < 0.5
and one which lies around qtrack/qtot ∼ 0.5 − 0.6. This means that the qtrack/qtot
distribution for positively charged particles in flight data can not be explained con-
sidering only the qtrack/qtot distribution for simulated protons in the only-π0 case.
Thus, in order to fully describe it a considerable component of positrons must be
introduced. The qtrack/qtot distribution for simulated positrons well reproduces
the distribution for positive flight data with qtrack/qtot ∼ 0.5 − 0.6. Furthermore,
the distribution for simulated protons in the only-π0 case is consistent with the
proton component of positively charged events in flight data, thus indicating that
an artificial increase of neutral pions does not drastically affect the hadronic shower
development in the calorimeter and that it is still possible to obtain a clean sample
of protons and positrons.

Looking at the qtrack/qtot distribution for negatively charged particles in flight
data selected as electrons in the upper part of the calorimeter (figure 4.7) it is
possible to see that a cut qtrack/qtot ≥ 0.5 selects about 99 % of electrons in all
the three rigidity ranges. Thus, considering the comparison between positive flight
particles and simulated protons in the only-π0 case, the cut on qtrack/qtot selects
how many protons in this artificial configuration fake the positron distribution. The
selection qtrack/qtot ≥ 0.5 was used in the rigidity range 28 − 42 GV while the
selection q3 ≥ 0.52 was used in the rigidity ranges 42 − 65 GV and 65 − 100 GV.

Furthermore, the positron fraction can be evaluated for each rigidity range and
the results are shown in table 4.3. The number of positrons Ne+ is evaluated as dif-
ference between positively charged events in flight data and simulated protons in the
only-π0 case (see table 4.2) and the number of electrons Ne− are negatively charged
particles in flight data selected by qtrack/qtot ≥ 0.5 (in the range 28 − 42 GV)
and qtrack/qtot ≥ 0.52 (in the ranges 42 − 65 GV and 65 − 100 GV). The last col-
umn shows the positron fraction values published by the PAMELA Collaboration
in Nature [31].
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Figure 4.4. Calorimeter energy fraction in the rigidity range 28 − 42 GV.
Top: qtrack/qtot distribution for simulated positron and proton events (normal and
only-π0 case). Bottom: qtrack/qtot distribution for simulated positron (black line)
and proton events in the only-π0 case (blue line) compared to the qtrack/qtot distri-
bution for positively charged events in flight data (red line). The qtrack/qtot distri-
butions for simulated positron and proton events are normalized to the qtrack/qtot
distribution for positively charged events in flight data.
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Figure 4.5. Calorimeter energy fraction in the rigidity range 42 − 65 GV.
Top: qtrack/qtot distribution for simulated positron and proton events (normal and
only-π0 case). Bottom: qtrack/qtot distribution for simulated positron (black line)
and proton events in the only-π0 case (blue line) compared to the qtrack/qtot distri-
bution for positively charged particles in flight data (red line). The qtrack/qtot dis-
tributions for simulated positron and proton events are normalized to the qtrack/qtot
distribution for positively charged events in flight data.
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Figure 4.6. Calorimeter energy fraction in the rigidity range 65 − 100 GV.
Top: qtrack/qtot distribution for simulated positron and proton events (normal and
only-π0 case). Bottom: qtrack/qtot distribution for simulated positron (black line)
and proton events in the only-π0 case (blue line) compared to the qtrack/qtot distri-
bution for positively charged particles in flight data (red line). The qtrack/qtot dis-
tributions for simulated positron and proton events are normalized to the qtrack/qtot
distribution for positively charged events in flight data.
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Figure 4.7. qtrack/qtot distribution for negatively charged particles in flight data
selected as electrons in the upper part of the calorimeter and in the rigidity range
28 − 42 GV (black line), 42 − 65 GV (red line), 65 − 100 GV (blue line). The green
arrow shows the cut qtrack/qtot ≥ 0.5 which selects 99 % of electrons.

Rigidity (GV) p only-π0 positive particles p only-π0 / positive particles

28 - 42 3 + 5
− 2 71 0.042 + 0.066

− 0.030

42 - 65 4 + 5
− 3 39 0.102 + 0.131

− 0.067

65 - 100 2 + 4
− 2 19 0.105 + 0.226

− 0.086

Table 4.2. Number of events selected by the criteria listed in section 4.4 for simu-
lated protons in the only-π0 case and for positively charged events in flight data in
three different rigidity ranges (related to bottom plots of figures 4.4, 4.5 and 4.6).
Also, the selection qtrack/qtot ≥ 0.5 was used in the rigidity range 28 − 42 GV and
the selection q3 ≥ 0.52 was used in the rigidity ranges 42 − 65 GV and 65 − 100 GV.
The last column shows how many protons in this artificial configuration can fake the
positron qtrack/qtot distribution. The errors have been evaluated at 90 % confidence
level.
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The comparison between the positron fraction evaluated in this artificial config-
uration with the positron fraction published in Nature is also shown in figure 4.24.
The agreement is good thus indicating that the rise in the positron fraction for
energies greater than 10 GeV is not due to misidentified positrons from π0 contam-
ination.

Rigidity (GV) Ne+ Ne− Ne+ / (Ne+ + Ne−) Ne+ / (Ne+ + Ne−)

this analysis Nature analysis

28 - 42 68 + 14
− 13 780 0.080 + 0.016

− 0.015 0.0831 ± 0.0093

42 - 65 35 + 11
− 10 292 0.107 + 0.031

− 0.029 0.106 + 0.022
− 0.023

65 - 100 17 + 8
− 7 101 0.144 + 0.061

− 0.054 0.137 + 0.048
− 0.043

Table 4.3. Values of the positron fraction in three different rigidity ranges. The
number of positrons Ne+ is evaluated as difference between positively charged events
in flight data and simulated protons in the only-π0 case (see table 4.2); the num-
ber of electrons Ne− are negatively charged particles in flight data selected by
qtrack/qtot ≥ 0.5 in the rigidity range 28 − 42 GV and by qtrack/qtot ≥ 0.52 in
the rigidity ranges 42 − 65 GV and 65 − 100 GV; the errors have been evaluated at
90 % confidence level. The last column shows the positron fraction values published
by the PAMELA Collaboration in Nature [31].

The conclusions of this analysis can be summarized as follows:

- the approach followed in the Nature analysis permits a clean sample of positrons
and protons to be selected; this clearly appears in the qtrack/qtot distribu-
tion of positively charged particles in flight data which can be fully described
considering two components: these components are well reproduced by simu-
lations of protons in the only-π0 case and positrons (see figures 4.4, 4.5 and
4.6);

- even in the artificial case when all the charged pions are converted into neutral
ones, it is impossible to reproduce a double peaked qtrack/qtot distribution.
The distribution is consistent with the proton component in positive flight
data; π0 contamination can therefore be excluded;

- the positron fraction evaluated from proton simulations in the only-π0 case
is compatible with the positron fraction values published by the PAMELA
Collaboration in Nature [31] (see table 4.3 and figure 4.24); thus the rise in the
positron fraction for energies greater than 10 GeV is not due to misidentified
positrons from π0 contamination as argued by Schubnell [77];

- the discrimination between positron and proton events following the Nature
approach becomes problematic at energies around 100 GeV.

The remainder of this chapter describes a method to improve positron selection
in the calorimeter for energies greater than 100 GeV.
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Figure 4.8. Positron fraction as function of the energy evaluated using simulations
of protons in the only-π0 case (blue points) compared to the values published in
Nature [31] (red points); the values with errors are listed in table 4.3. The full
version of the positron fraction measured by the PAMELA experiment is shown in
figure 1.10 [31].
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4.6 A new approach for positron identification

As described in section 4.5, around 100 GeV the discrimination of the energy frac-
tion distribution between electromagnetic and hadronic showers starts being less
efficient. Thus, in view of extending the positron fraction up to ∼ 300 GeV, a
new approach for positron identification, based on a combination of shower profile
variables in the calorimeter, has been tested on simulations in the energy ranges
20 − 100 GeV and 100 − 300 GeV.

As described in section 3.4.1, shower profile variables assume different values in
hadronic and electromagnetic showers (see also figures ?? and 3.10). Thus, these
variables could be very efficient in selecting proton or positron events. Variable
distributions for both proton and positron events have been studied in order to
obtain an efficient positron selection. In particular, the goal of this selection study
is to answer the following questions:

- is it possible to discriminate between positrons and protons (only-π0 case)
for energies greater than 100 GeV in an efficient way?

- what are the shower profile variables which permit the most efficient selection?

All the shower profile variables depend on the reconstructed rigidity of the
simulated particles. Thus, in order to identify which variables permit the most
efficient discrimination between positrons and protons, distributions of variables as
a function of the reconstructed rigidity have been studied. Figure 4.9 shows the
ratio between the energy deposited in a cylinder of radius eight silicon strips around
the shower axis, qcyl, and the number of strips hit inside the same cylinder, ncyl,
for simulated positrons (black points) and protons (red points).

The first step in this procedure was to choose shower profile variables for which
distributions as function of the rigidity are well separated between positron and
proton simulated events (as in figure 4.9). Then, the χ2 variable was constructed
using different shower profile variable combinations in order to find the one that
selects positrons in the most efficient way.

The χ2 variable is constructed in the following way:

χ2 =
n
∑

i=1

χ2
variable[i] =

n
∑

i=1

(variable[i]− variable[i])2

σ2
variable[i]

(4.2)

where n is the number of shower profile variables considered.
For each variable, the mean and the standard deviation values are functions of

the tracker reconstructed rigidity. For instance, figure 4.10-top shows the distribu-
tion of the energy fraction along the track (qtrack/qtot) as a function of the rigidity
for simulated positrons in the energy range 20 − 100 GeV. The variable qtrack is
the energy deposited in the strips along the track and in the neighbouring strips
on each side of the track and qtot is the total energy detected in the calorimeter
(see section 3.4.1 for further description). Observing this plot in rigidity slices, the
values of the energy fraction follow a Gaussian distribution with a certain mean and
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standard deviation in each rigidity interval. The distribution of the energy fraction
in the rigidity interval 30 − 32 GV is shown in figure 4.10-bottom and is well de-
scribed by a Gaussian distribution. This procedure was repeated for each rigidity
interval, thus obtaining a distribution of qtrack/qtot and σqtrack/qtot as a function
of the rigidity. These distributions have been fitted in the reconstructed rigidity
range 20 − 100 GV and the best fit equations are respectively (see figure 4.11):

qtrack/qtot = 0.5367 + 0.0001929 · rigidity (4.3)

σqtrack/qtot = − 0.6308 + e − 0.423 − 0.0001909 · rigidity (4.4)

The same procedure as illustrated for the variable qtrack/qtot has been applied
to other shower profile variables. The distributions of variable[i] and σvariable[i]

have been fitted with linear or exponential functions.
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Figure 4.9. Distribution of qcyl/ncyl as function of the reconstructed rigidity
for simulated positrons (black points) and protons normal case (red points) in the

energy range 20 − 100 GeV; the green lines show the mean value qcyl/ncyl and

qcyl/ncyl ± 3 · σqcyl/ncyl.
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Figure 4.10. Top: distribution of the energy fraction along the track (qtrack/qtot)
as a function of the reconstructed rigidity for simulated positrons in the energy
range 20 − 100 GeV. Bottom: distribution of the energy fraction along the track
(qtrack/qtot) in the rigidity interval 30 − 32 GV for simulated positrons in the
energy range 20 − 100 GeV (blue line). The values are well approximated by a
Gaussian distribution (red line).
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Figure 4.11. Top: distribution of mean values of the energy fraction along the track
as a function of the reconstructed rigidity (red points); the best fit is also shown (blue

line) and has equation: qtrack/qtot = 0.5367 + 0.0001929 · rigidity. Bottom: dis-
tribution of standard deviation values of the energy fraction along the track as a
function of the reconstructed rigidity (red points); the best fit is also shown (blue
line) and has equation: σqtrack/qtot = − 0.6308 + e − 0.423 − 0.0001909 · rigidity .
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4.7 Analysis in the energy range 20 − 100 GeV

As already mentioned in section 4.5, the method [31] followed to evaluate the
positron fraction starts being less efficient at energies around 100 GeV. In order to
extend the positron fraction up to ∼ 300 GeV, a new approach based on a com-
bination of shower profile variables in the calorimeter has been studied. This new
method has been initially tested in the energy range 20 − 100 GeV and the resulting
positron fraction has been compared to the one published in [66] (see section 4.9).

4.7.1 Positron selection efficiencies

As already mentioned in section 4.6, selection criteria on shower profile variables
have been studied in order to obtain an efficient positron selection. Positron selec-
tion criteria have been tuned on simulated positron samples in order to obtain a
good positron selection efficiency. These same positron selection criteria have then
been applied to proton simulation samples (both normal and only-π0 case) in order
to study the electromagnetic contamination of hadronic showers, i.e. how many pro-
tons are misidentified as positrons. The combination which selects positrons with
the highest efficiency and with the lowest proton contamination (see section 4.7.2)
was found to be:

1. ncore − 3 · σncore < ncore < ncore + 3 · σncore

2. ncyl > ncyl − 3 · σncyl

3. qcyl/ncyl − 3 · σqcyl/ncyl < qcyl/ncyl < qcyl/ncyl + 3 · σqcyl/ncyl

4. qpresh > 50

5. qtot/nstrip > 6

6. χ2 < χ2
cut

where

χ2 =

6
∑

i=1

χ2
variable[i]

= χ2
ncore + χ2

q3 + χ2
qpresh + χ2

ncyl + χ2
qcyl/ncyl + χ2

qtot/nstrip (4.5)

Thus, criteria listed in section 4.4.4 have been substituted by these new six selec-
tions.

The cut on the χ2 variable dominates the selection efficiency and many com-
binations of different shower profile variables have been used in order to obtain
the best positron selection efficiency with the smallest proton contamination (see
section 4.7.2). By definition, equation 4.2 is a χ2 distribution with n degrees of
freedom, where n is the number of shower profile variables considered. In this case
(equation 4.5) the χ2 is constructed using six variables: thus, if the six variables
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are totally independent the probability for a χ2 distribution to be ≤ 6 for 6 degrees
of freedom is ∼ 60 %. Figure 4.12 shows the χ2 distribution as a function of the
reconstructed rigidity. The distribution shows a peak around χ2 = 2 and a cut
χ2 < 6 selects 63.3 % of the events.
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Figure 4.12. Distribution of the χ2 variable (equation 4.5) as a function of rigidity
for simulated positrons in the energy range 20 − 100 GeV; the red line shows χ2 = 5.
The cut χ2 < 5 selects 56.9 % of the events as positrons.

Using all the selections described in section 4.4 the selection efficiencies of the
cuts described above were studied for different values of χ2

cut. The positron selection
efficiency is given by the ratio between the selections listed above and those listed in
section 4.4. The number of positrons which pass the selections listed in section 4.4
are 16903 for 105 simulated positrons. Figure 4.13-bottom shows the trend of the
selection efficiencies for different values of χ2

cut for simulated positrons in the energy
range 20 − 100 GeV. Thus, choosing for instance a value of χ2

cut = 5, the positron
selection efficiency is ∼ 57 %. Some results for different values of χ2

cut shown in
figure 4.13-bottom are also summarized in table 4.4.
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Figure 4.13. Top: distribution of the χ2 variable (equation 4.5) for simulated
positrons (black line), protons in the normal case (red line) and protons in the
only-π0 case (blue line); simulations have been produced in the energy range
20 − 100 GeV; the purple arrow shows χ2 = 5. Bottom: selection efficiencies for
different cut values on the variable χ2 (equation 4.5); the positron selection effi-
ciency (black line) is compared to the protons selection efficiency in the normal case
(red line) and in the only-π0 case (blue line).
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4.7.2 Proton contamination

The same selections described in sections 4.4 and 4.7.1, previously applied to simu-
lated positrons, have been then applied to simulated protons in order to study the
contamination, i.e. how many protons pass the positron selections. Figure 4.13-
bottom shows the trend of the selection efficiency as a function of χ2

cut for protons
in the normal case (red line) and in the only-π0 case (blue line) together with the
positron selection efficiency (black line). In this case, the proton selection efficiency
is given by the ratio between the number of proton events which pass the selections
listed in section 4.7.1 and those which pass the selections listed in section 4.4. Sim-
ulating 105 protons in the normal case and 5 · 105 protons in the only-π0 case, the
number of protons in the two cases which pass the selections listed in section 4.4 are
respectively 11563 and 59575. Observing figure 4.13-bottom one can notice that:

- no proton events are selected as positrons in the normal case up to high χ2
cut

values (> 13);

- the number of proton events selected as positrons in the only-π0 case is of
order of 10−5 for χ2

cut < 6.

Furthermore, for each value of χ2
cut the proton contamination is evaluated con-

sidering the corresponding positron selection efficiency:

proton contamination =
proton selection efficiency

positron selection efficiency
(4.6)

Some results for different χ2
cut values are summarized in table 4.4.

Only-π0 case

χ2
cut e+ efficiency p efficiency proton contamination

3 0.379 ± 0.007 (1.7 + 6.3
− 1.6) · 10−5 (0.45 + 1.67

− 0.42) · 10−4

4 0.486 ± 0.008 (1.7 + 6.3
− 1.6) · 10−5 (0.35 + 1.30

− 0.33) · 10−4

5 0.569 ± 0.009 (3.4 + 7.2
− 2.8) · 10−5 (0.60 + 1.27

− 0.49) · 10−4

6 0.633 ± 0.010 (6.7 + 8.6
− 4.4) · 10−5 (1.06 + 1.36

− 0.70) · 10−4

7 0.684 ± 0.010 (2.2 ± 1.0) · 10−4 (3.22 ± 1.46) · 10−4

Table 4.4. Proton selection efficiency and proton contamination for different values
of χ2

cut (equation 4.5). The analysis was performed on 5 · 105 simulated protons in
the only-π0 case and in the energy range 20 − 100 GeV. The errors have been eval-
uated at 90 % confidence level. The number of protons which passes the selections
listed in section 4.4 are 59575.

Thus, choosing a value of χ2
cut = 5 no contamination is found for simulated

protons in the normal case while a contamination of 6.0 · 10−5 is found for protons
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in the only-π0 case. Using this kind of analysis some conclusions can be summarized
as follows:

- the shower profile variables ncore, q3, qpresh, ncyl, qcyl/ncyl and qtot/nstrip
permit a relatively efficient positron selection (∼ 57 % considering a χ2

cut = 5);

- the shower profile variables used for positron selection yield no proton con-
tamination in the normal case sample;

- considering that the proton-to-positron flux ratio at 100 GV is approxi-
mately 104 [31], the proton contamination should be lower than ∼ 10−5. The
proton contamination in the only-π0 case sample is of order of 10−5 with a
corresponding positron selection efficiency of ∼ 57 %, i.e. the discrimination
between positrons and protons is acceptable considering the fact that this is
an artificial case where all the charged pions are converted into neutral ones
and thus the contamination should be highest.
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4.8 Analysis in the energy range 100 − 300 GeV

The new method for positron identification described in section 4.6 and tested in
the energy range 20 − 100 GeV (see section 4.7) can be extended to energies greater
than 100 GeV. As described in section 1.5.1, many different interpretations were
proposed in order to explain the PAMELA positron fraction rise above 10 GeV. Ex-
tending the measurement of the positron fraction to energies greater than 100 GeV
could possibly help in understanding the reason behind this rise. Thus, the new
approach has been tested on simulations in the energy range 100 − 300 GeV and
then applied to flight data in order to estimate the number of positron and electron
events. The positron fraction has been consequently evaluated in a new energy
range and is presented in section 4.9.

At energies above 100 GeV some shower profile variables used for the analysis
in the energy range 20 − 100 GeV are no longer efficient in separating between
electromagnetic and hadronic cascades. Above 100 GeV a non-negligible fraction
of electromagnetic showers are not fully contained in the calorimeter, thus some
shower profile variables can no longer be used to identify positron events over the
overwhelming proton background. Some of these variables are for instance the
number of hit strips and the energy released in the last calorimeter planes, and
the average energy released in each calorimeter strip i.e. qtot/nstrip. Many vari-
able distributions have been studied as a function of rigidity in order to find the
combination that selects the greatest number of positrons with the lowest proton
contamination. Figure 4.14 shows the distribution of the variable qcore/ncore (see
section 3.4.1) as a function of rigidity for simulated positrons (black points) and
protons in the normal case (red points). The mean and the standard deviation are
also a function of the reconstructed rigidity and have been evaluated following the
method described in section 4.6. The mean value qcore/ncore and the functions
qcore/ncore ± 3 · σqcore/ncore are also shown in figure 4.14 (green lines).

The selection criterion qcore/ncore > qcore/ncore − 3 · σqcore/ncore was first
applied to simulated positron and proton samples and, after this selection, other
shower profile variables have been studied as a function of rigidity. Figures 4.15 and
4.16 show the distribution of some shower profile variables for simulated positrons
(black points) and protons in the normal case (red points). Looking at these shower
profile variable distributions it is evident that even if many proton events still
overlap the positron ones, for most of the variables considered protons lie in the
tails of the positron distributions. Thus, the χ2 method could help in removing
part of these proton events.

The following two selections have been applied to the simulated positron and
proton sample (see section 3.4.1 for variable definitions):

1. qcore/ncore > qcore/ncore − 3 · σqcore/ncore

2. χ2 < χ2
cut
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Figure 4.14. Top: qcore/ncore distribution as a function of rigidity for simulated
positrons (black points) and protons normal case (red points); the green lines show

the mean qcore/ncore and qcore/ncore ± 3 · σqcore/ncore. Bottom: qcore/ncore
distribution for simulated positrons (red points) and protons (black points) after

the selection qcore/ncore > qcore/ncore − 3 · σqcore/ncore. Simulations have been
produced in the energy range 100 − 300 GeV.
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where

χ2 =
8

∑

i=1

χ2
variable[i]

= χ2
qpre/npre + χ2

qpresh + χ2
q0 + χ2

e0imp + χ2
v3sihit + χ2

asymmetry

+ χ2
enfitatmaxns + χ2

aveder (4.7)
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Figure 4.15. Distribution of shower profile variables as a function of rigidity for
simulated positrons (black points) and protons normal case (red points); the green
lines show the mean variable and variable ± 3 · σvariable. Simulations have been
produced in the energy range 100 − 300 GeV.

Using all the selections described in section 4.4 the positron selection efficien-
cies of the cuts described above and the corresponding proton contamination were
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Figure 4.16. Distribution of shower profile variables as a function of rigidity for
simulated positrons (black points) and protons normal case (red points); the green
lines show variable and variable ± 3 · σvariable. Simulations have been produced
in the energy range 100 − 300 GeV.



94 Chapter 4. Simulation studies of π0 contamination

studied for different values of χ2
cut. In this case the χ2 is constructed using eight

variables: thus, if the eight variables are totally independent the probability for a
χ2 distribution to be ≤ 8 for 8 degrees of freedom is ∼ 50 %. Figure 4.17 shows the
χ2 distribution as a function of the reconstructed rigidity for simulated positrons
(black line), protons in the normal case (red line) and in the only-π0 case (blue
line). The distribution for simulated positrons shows a peak around χ2 = 4 and
a cut χ2 < 8 selects 52.3 % of positron events. This appears also in figure 4.18
where the efficiency of the selections listed above is plotted as a function of χ2

cut

for simulated positron and proton events. Thus, considering the selection χ2 < 8,
the corresponding proton contamination (equation 4.6) is 1.1 · 10−4 for protons in
the normal case and 2.5 · 10−4 for protons in the only-π0 case.
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Figure 4.17. Distribution of the χ2 variable (equation 4.7) for simulated positrons
(black line), protons in the normal case (red line) and in the only-π0 case (blue line);
simulations have been produced in the energy range 100 − 300 GeV; the purple arrow
shows χ2 = 8.

The purpose of this study is to find a method which selects positrons with the
highest efficiency and with the lowest proton contamination, i.e. lower than ∼ 10−5.
The positron sample selected through the criteria listed in section 4.7 is still con-
taminated by protons. Thus, in order to reduce the proton contamination, it is nec-
essary to add other selections using different shower profile variables. Figure 4.19
shows some variable distributions as a function of rigidity for simulated positrons
and protons after the selections listed in section 4.4 and with χ2

cut = 8 (equa-
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Figure 4.18. Selection efficiency as function of cut values on χ2 (equation 4.7) and
for simulations in the energy range 100 − 300 GeV; the positrons selection efficiency
(black line) is compared to the protons selection efficiency in the normal case (red
line) and in the only-π0 case (blue line).
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tion 4.7). Few simulated proton events in the only-π0 case lie in the tails of the
positron distributions. Thus, the proton contamination could be reduced applying
a cut on the χ3 distribution constructed as follows (see section 3.4.1 for variable
definitions):

χ3 =
3

∑

i=1

χ3
variable[i]

= χ3
qtotimp + χ3

v4siq + χ3
q4 (4.8)
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Figure 4.19. Distribution of shower profile variables as function of rigidity for sim-
ulated positrons (black points), protons normal case (red points) and only-π0 case
(green points); the purple lines show the mean variable and variable ± 3 · σvariable;
simulations have been produced in the energy range 100 − 300 GeV. Samples have
been selected using selections listed in section 4.7 with χ2 < 8.

Figure 4.20 shows the efficiency of the two selections listed above with χ2
cut = 8

as a function of χ3
cut. Some positron selection efficiencies and the corresponding
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proton contamination for different values of χ3
cut are summarized in table 4.6. For

instance, a cut χ3 > − 10 selects positrons with an efficiency of 49 % and with a
corresponding proton contamination of 1.22 · 10−4 in both the normal and only-
π0 case. As shown in tables 4.5 and 4.6 (see also figure 4.20) it is impossible to
find a compromise between an efficient positron selection efficiency and a proton
contamination of the order of 10−5. Thus, proton contamination should be taken
into account during the flight data analysis for energies greater than 100 GeV.

The selections described in this section have been then applied to positively
and negatively charged particles in flight data in order to estimate the number of
positrons and electrons respectively and evaluate the positron fraction. The flight
data analysis is described in the following section.
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Figure 4.20. Selection efficiency of cuts listed in section 4.7 with χ2 < 8 (equa-
tion 4.7) as a function of cut values on χ3 (equation 4.8) and for simulations in
the energy range 100 − 300 GeV; the positron selection efficiency (black line) is
compared to the proton selection efficiency in the normal case (red line) and in the
only-π0 case (blue line).
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Figure 4.21. Selection efficiency of cuts listed in section 4.8 with χ2 < 8 (equa-
tion 4.7) as a function of cut values on χ3 (equation 4.8); the selection efficiency
for simulated positrons in the energy range 100 − 300 GeV (black line) is compared
to the selection efficiency for negatively (red line) and positively (blue line) charged
events in flight data.

Normal case

χ3
cut e+ efficiency p efficiency proton contamination

−12 0.500 ± 0.012 (6.0 + 22.3
− 5.7 ) · 10−5 (1.20 + 4.46

− 1.14) · 10−4

−10 0.491 ± 0.012 (6.0 + 22.3
− 5.7 ) · 10−5 (1.22 + 4.53

− 1.16) · 10−4

−8 0.482 ± 0.012 (6.0 + 22.3
− 5.7 ) · 10−5 (1.24 + 4.61

− 1.18) · 10−4

−5 0.454 ± 0.011 (6.0 + 22.3
− 5.7 ) · 10−5 (1.32 + 4.91

− 1.25) · 10−4

−2 0.386 ± 0.011 (6.0 + 22.3
− 5.7 ) · 10−5 (1.55 + 5.76

− 1.40) · 10−4

Table 4.5. Proton selection efficiency and proton contamination for different values
of χ3

cut (equation 4.8) after the selection χ2 < 8 (equation 4.7). The analysis was
performed on 105 simulated protons in the normal case and in the energy range
100 − 300 GeV. The errors have been evaluated at 90 % confidence level. The
number of protons which pass the selections listed in section 4.8 are 17838.



4.9. Positron fraction 99

Only-π0 case

χ3
cut e+ efficiency p efficiency proton contamination

−12 0.500 ± 0.012 (7.2 + 7.0
− 4.1) · 10−5 (1.44 + 1.40

− 0.82) · 10−4

−10 0.491 ± 0.012 (6.0 + 6.6
− 3.6) · 10−5 (1.22 + 1.34

− 0.74) · 10−4

−8 0.482 ± 0.012 (6.0 + 6.6
− 3.6) · 10−5 (1.24 + 1.36

− 0.75) · 10−4

−5 0.454 ± 0.011 (4.8 + 6.2
− 3.1) · 10−5 (1.06 + 1.37

− 0.68) · 10−4

−2 0.386 ± 0.011 (4.8 + 6.2
− 3.1) · 10−5 (1.24 + 1.60

− 0.80) · 10−4

Table 4.6. Proton selection efficiency and proton contamination for different values
of χ3

cut (equation 4.8) after the selection χ2 < 8 (equation 4.7). The analysis was
performed on 5 · 105 simulated protons in the only-π0 case and in the energy range
100 − 300 GeV. The errors have been evaluated at 90 % confidence level. The
number of protons which pass the selections listed in section 4.8 are 89095.

4.9 Positron fraction

The method presented in sections 4.7 and 4.8 and tested on simulations in the
energy range 20 − 100 GeV and 100 − 300 GeV respectively has been applied
to positively and negatively charged particles in flight data in order to measure
the positron fraction. The analysis has been applied to the data set collected
between July 2006 and January 2010, consisting of over 2 · 109 triggered events
(see section 2.2.1) accumulated during a total acquisition time of ∼ 1200 days [38].

The selections listed in section 4.4 have been first used in order to select events
with a good reconstructed track and to remove false trigger events. Afterwards,
selections listed in section 4.7 have been applied to positively and negatively charged
particles in order to select positrons and electrons with a tracker reconstructed
rigidity 20 < |R| < 100 GV. The χ2 (equation 4.5) has been constructed tuning
the shower profile variable mean and standard deviation on the negative flight data
distributions. Simulation studies showed that χ2 < χ2

cut = 5 selects positrons with
a selection efficiency of ∼ 57 % and with a corresponding proton contamination of
order of 10−5 (see section 4.7.2). Thus, a selection χ2 < 5 has been used also for
the analysis on flight data. The results obtained are listed in table 4.7 and shown
in figure 4.24 (green points).

In the same way, selections listed in section 4.8 have been applied to positively
and negatively charged particles in order to select positrons and electrons with
a tracker reconstructed rigidity 100 < |R| < 300 GV. Simulation studies above
100 GeV showed that a positron selection efficiency of∼ 50 % can be obtained with a
corresponding proton contamination of ∼ 1.2 · 10−4 in both the normal and only-π0

case. Thus, the number of positron and electron events has been initially estimated
by applying to positively and negatively charged events respectively the selections
listed in section 4.8 with χ2 < 8 (equation 4.7) and χ3 > − 10 (equation 4.8). The
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results of this analysis are summarized in the first three rows of table 4.8 and in
figure 4.24 (blue points).

Furthermore, as already mentioned in section 4.8 and shown in tables 4.5 and
4.6, while the positron selection efficiency decreases by varying the cut on the χ3

variable, the proton contamination remains almost constant within errors and is
never below the value of 10−4. Thus, it is important to consider a possible proton
contamination in the analysis of positively charged events in flight data.

The number of electron and positron events has been consequently evaluated by
applying to negatively and positively charged flight data respectively the selections
listed in section 4.8 with χ2 < 8 (equation 4.7) and for χ3 > χ3

cut (equation 4.8).
The resulting positron fraction is shown in figure 4.22. The trend of the positron
fraction for different values of χ3

cut can be explained following the selection efficiency
for flight data shown in figure 4.21 (from left to right):

- the positron fraction smoothly increases up to χ3
cut = − 13 because the se-

lection efficiency for positively charged events is constant up to χ3
cut = − 13

and the selection efficiency for negatively charged events decreases smoothly;

- for − 13 < χ3
cut < − 9 the positron fraction decreases because the selec-

tion efficiency for positively charged events decreases faster than the one for
negatively charged events;

- for − 6 < χ3
cut < − 3 the positron fraction is constant because the selection

efficiency for both positively and negatively charged events is constant;

- the positron fraction rises again for − 3 < χ3
cut < 0 because the selection

efficiency for negatively charged events decreases faster than the one for pos-
itively charged events;

- the positron fraction drops again at χ3
cut = 0 because the selection efficiency

for positively charged events drops; this last feature is repeated up to χ3
cut = 4

where the selection efficiency for positively charged events is approximately
zero.

If no proton contamination was presented in the positron sample selected from
the positively charged flight data, the positron fraction as a function of the cut
on χ3 would have been constant within statistical fluctuations. As it is shown in
figure 4.22, this is not the case and the positron fraction is dependent on χ3

cut. As
the value of χ3

cut increases, the residual proton contamination decreases up to a
value of χ3

cut = 4 where the number of positively charged events selected becomes
approximately zero. Thus, a possible proton contamination needs to be evaluated.

Considering only one rigidity interval in the range 100 − 300 GV, the number of
positively charged events in flight data selected as positrons through the selections
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Figure 4.22. Different values of the positron fraction after the selection χ2 < 8
(equation 4.7) and varying the cut on χ3 (equation 4.8); the number of positron
and electron events has been evaluated by applying the selections respectively on
positively and negatively charged events in flight data with a tracker reconstructed
rigidity 100 < |R| < 300 GV.



102 Chapter 4. Simulation studies of π0 contamination

listed in section 4.8 with χ2 < 8 (equation 4.7) and χ3 > − 10 (equation 4.8) are
(see table 4.8, third row):

Ne+ = 5 (4.9)

The corresponding proton contamination can be estimated using the selection effi-
ciency for simulated protons in the normal case (see table 4.5). The proton contam-
ination is then obtained by multiplying the proton selection efficiency (p efficiency)

by the total number of positive flight data events (NbefCALO
+ ) which pass all the

selections before the calorimeter (listed in section 4.4). Assuming that NbefCALO
+

is dominated by protons:

Ncont
p = NbefCALO

+ · p efficiency

= 61946 · 6.0 · 10−5

= 3.7 (4.10)

Thus, in the evaluation of the positron fraction, the estimated proton contamination
has then been considered as a systematic error (see table 4.8, fourth row).

Due to the difficulty in identifying a selection on the χ3 which gives an efficient
positron selection efficiency with the lowest proton contamination, an alternative
method has been applied in order to remove possible proton contamination from
the final estimated number of positrons. This method is based on the difference
in χ3 distributions for proton and positron events.

The χ3 distribution for simulated positrons shown in figure 4.23-top (black line)
was fitted with the following function (red line):

F (χ3) = p0 · [ e p1 − p2 · χ3

+ e p3 − p4 · χ3

] (4.11)

After that, F (χ3) was divided by a factor A so that

f(χ3) =
F (0)

A
= 1 (4.12)

Therefore, A has been chosen as A = p0 · [ e p1 + e p3 ], and the function f(χ3)
becomes (green line):

f(χ3) =
p0 · [ e p1 − p2 · χ3

+ e p3 − p4 · χ3

]

p0 · [ e p1 + e p3 ]
(4.13)

Function 4.13 has been evaluated for each value of χ3 for negatively and posi-
tively charged events (figure 4.23-bottom) selected by the criteria listed in section 4.8
with χ2 < 8 (equation 4.7). The number of electrons has been selected by applying
the criteria listed in section 4.8 with χ2 < 8, while the number of positrons has
been estimated using

Ne+ =

∑p
i=1 f [χ3(i)]

∑n
i=1 f [χ3(i)]

· n = 6.1 (4.14)

where n = 38 and p = 6 are respectively the total number of negatively and posi-
tively charged events selected through the criteria listed in section 4.8, i.e. selections
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based on qcore/ncore and χ2 < 8. This method allows the proton contamination to
be reduced by weighting more the positron-like events with respect to the proton
ones. The results obtained in this case are listed in the last row of table 4.8 and
shown in figure 4.24 (purple star).

Rigidity (GV) Ne+ Ne− e− selection efficiency Ne+ / (Ne+ + Ne−)

28 − 42 47 587 38.9 % 0.074 ± 0.017

42 − 65 11 148 23.1 % 0.069 ± 0.030

65 − 100 3 21 7.5 % 0.125 + 0.177
− 0.087

Table 4.7. Number of positron and electron events selected in three different rigidity
intervals within 20 − 100 GV through the selections listed in section 4.7 with χ2 < 5.
The selection efficiency for the three rigidity intervals is also reported. The last
column shows the corresponding positron fraction. The errors have been evaluated
at 90 % confidence level.

Rigidity (GV) Ne+ Ne− e− selection efficiency Ne+ / (Ne+ + Ne−)

100 − 200 4 30 10.6 % 0.118 + 0.137
− 0.074

200 − 300 1 1 0.5 % 0.500 + 1.322
− 0.336

100 − 300 5 31 6.6 % 0.139 + 0.136
− 0.080 (stat.)

100 − 300 5 31 6.6 % 0.139 + 0.136
− 0.120 (stat.+syst.)

100 − 300 6.1 + 6.9
− 4.9 38 8.1 % 0.138 + 0.138

− 0.101

Table 4.8. Number of positron and electron events selected by the criteria listed
in section 4.8 with χ2 < 8 (equation 4.7) and χ3 > −10 (equation 4.8), considering
two rigidity intervals or only one rigidity interval (first four rows). The errors of
the positron fraction in the fourth row have been evaluated considering a proton
contamination in the number of estimated positron events; the method is described
further in section 4.9. The number of positron and electron events in the last row
have been evaluated following the method also described in section 4.9 (see also
figure 4.23). The errors have been evaluated at 90 % confidence level.
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Figure 4.23. Top: Distribution of χ3 (equation 4.8) for simulated positrons in
the energy range 100 − 300 GeV; the fitted function (red line) is then normalized
(green line) and used to estimate the number of electrons and positrons from flight
data. Bottom: Distribution of χ3 (equation 4.8) for flight data with a tracker recon-
structed rigidity 100 < |R| < 300 GV.
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Figure 4.24. Positron fraction values evaluated following the analysis described
in this section and summarized in tables 4.7 and 4.8. The analysis has been
performed in the energy range 20 − 100 GeV (green points) and in the energy
range 100 − 300 GeV considering two intervals (blue triangles) or only one interval
(light blue point); the light blue point refers to the values in the third row of table 4.8
(statistical errors). The result indicated by the purple star refers to the values in
the last row of table 4.8. Note that values indicated by the light blue point and
by the purple star refer to an energy of 200 GeV but are displaced for clarity. The
PAMELA positron fraction published in [66] is also shown (red points) together with
the theoretical fraction for pure secondary positron production (black line) [32].
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4.10 Conclusions

The aim of the analysis presented in this chapter was to study the electromag-
netic component inside hadronic cascades, usually initiated by neutral pions during
hadronic interactions in the calorimeter. The analysis was performed on simulated
events generated by using a Monte Carlo program developed by the PAMELA Col-
laboration and based on the GEANT 3.21 code. Furthermore, the simulation code
was modified in order to artificially increase the number of π0 in hadronic show-
ers and study the consequences for positron identification. The simulated event
samples produced are listed in table 4.1.

The first part of the analysis consisted in evaluating the neutral pion contami-
nation in the positron selection when following the approach used to evaluate the
positron fraction published by the PAMELA Collaboration in Nature journal [31]
(see section 4.5). The results show that this approach selects a mixture of two
distributions which is still correct even when the number of π0 in hadronic showers
is artificially boosted (only-π0 case simulations). The positron fraction evaluated
considering this artificial case is in good agreement with the positron fraction pub-
lished in Nature [31]. Thus, it is unlikely that the rise in the PAMELA positron
fraction for energies greater than 10 GeV is due to π0 contamination of hadronic
showers.

As shown in section 4.5, the method followed to evaluate the positron fraction
published in [31] starts being less efficient at energies around 100 GeV. In order
to extend the positron fraction up to ∼ 300 GeV, a new approach based on a
combination of shower profile variables in the calorimeter has been studied. This
new method has been initially tested in the energy range 20 − 100 GeV and then
applied up to a maximum energy of 300 GeV.

The analysis results in the energy range 20 − 100 GeV can be summarized as
follows:

- simulation studies showed that this new method allows a positron selection
efficiency of∼ 57 % to be obtained with a corresponding proton contamination
of order of 10−5 (see table 4.4);

- the same selections studied on simulations have been then applied to positively
and negatively charged events in flight data with a tracker reconstructed
rigidity 20 < |R| < 100 GV; the results obtained are listed in table 4.7;

- the corresponding positron fraction is shown in figure 4.24 (green points)
and is compatible within errors with the positron fraction published in [66]
(red points). Note that the positron fraction published in [66] is updated with
more statistics compare to the positron fraction published in Nature [31].

The analysis results in the energy range 100 − 300 GeV can be summarized as
follows:

- simulation studies showed that this new method allows a positron selection ef-
ficiency of ∼ 50 % to be obtained, with a corresponding proton contamination
of ∼ 1.2 · 10−4 (see table 4.6);
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- the selections applied to simulated data have also been applied to positively
and negatively charged events in flight data with a tracker reconstructed
rigidity 100 < |R| < 300 GV; the results obtained are listed in table 4.8;

- the new positron fraction values are shown in figure 4.24 for two energy inter-
vals (blue triangles) or only one energy interval (light blue point); a method
to reduce a possible proton contamination in the positron sample was also
used (see section 4.9) and the resulting positron fraction (purple star) is com-
patible within errors with the results previously described (blue triangles and
light blue point).
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Chapter 5

Multivariate analysis

approach

Above approximately 100 GeV the separation between electromagnetic and hadronic
events becomes more difficult. The maximum longitudinal development of elec-
tromagnetic showers has a logarithmic dependence of the particle initial energy
(see section 3.1.1) thus electromagnetic showers start deeper in the calorimeter
with consequent energy leakage. The number of secondary particles produced in-
creases directly with energy and electromagnetic showers also broaden (see sec-
tion 3.1). Furthermore, the number of neutral pions produced in hadronic showers
increases with energy and as a consequence the electromagnetic contamination en-
hances (see sections 3.2 and 3.3).

In order to improve positron selection for energies greater than 100 GeV, a new
approach based on shower profile variables in the calorimeter was studied and tested
on simulations in two different energy ranges, 20 − 100 GeV and 100 − 300 GeV
(see sections 4.7 and 4.8). The method was then applied to flight data in order to
reproduce the positron fraction (see section 4.9). As a cross-check to the results
obtained with this method, a multivariate approach has also been applied to flight
data in order to estimate the number of electron and positron events.

In this chapter the multivariate approach used in the flight data analysis at en-
ergies greater than 100 GeV is described. The estimation of the number of electron
and positron events using a bootstrap technique is also presented. The resulting
positron fraction is presented and compared to the one evaluated in section 4.9.

5.1 The Toolkit for Multivariate Analysis

The Toolkit for Multivariate Analysis (TMVA) [78] is a ROOT [79] environment
for the processing, evaluation and application of different multivariate methods. A
typical TMVA classification analysis consists of two independent phases: training
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and application. During the training phase variables are passed as input to differ-
ent multivariate methods. In the application phase the results obtained from the
training are then applied to the classification problem they have been trained for.

The training phase is performed via a Factory object which permits the training
and test data sample to be specified, to define the set of input variables and to book
the multivariate methods. The results of this phase are written in files, so called
weights, for each multivariate method.

The application of the training results to a data set is governed by a Reader ob-
ject. The same variables defined in the training phase must be passed as argument
to the Reader object, as well as the multivariate methods with the corresponding
weights. For each data set event the input variables are evaluated together with
the multivariate response values.

The main risk of using a multivariate approach is the so called overtraining.
Overtraining happens if the classifier overfits data, so it looks at very special fea-
tures of the training sample. For example, if too many input variables are associated
to too few events, these are considered as representative of a bigger sample giving
a result that could be biased. In order to avoid overtraining, the input events are
usually copied and split into one training and one test sample, and then the perfor-
mance results between the two samples are compared. This guarantees a statisti-
cally independent evaluation of the neural network. In the TMVA environment, if
it is not specified by the user, the signal and background samples are automatically
split into two halves, one for the training and one for the test sample [78].

For the specific classification problem presented by this analysis, the MultiLayer
Perceptron (MLP) neural network has been chosen. Shower profile variables in the
calorimeter, previously used for the χ2 method in the energy range 100 − 300 GeV
and described in section 4.8, have been used as input variables for the multivariate
approach. The MLP method has been trained on the simulated positron sample
(signal) and on the simulated proton sample in the only-π0 case (background).
The resulting weights have been then applied to positively and negatively charged
events in flight data in order to estimate the number of positrons and electrons and
evaluate the positron fraction at energies greater than 100 GeV.

The leading idea is to force the neural network to separate between electro-
magnetic and hadronic events even in the case where the number of neutral pions
is artificially boosted and, as a consequence, a larger contamination of hadronic
showers is expected.

It is important to note that, in addition to the MLP neural network, other meth-
ods have been tested, like for instance the k-nearest neighbour algorithm (k-NN).
The resulting separation between positron and proton events was not competitive
with MLP and these methods are not described further in this thesis.

5.2 The MultiLayers Perceptron neural network

Artificial neural networks are a branch of artificial intelligence. The general struc-
ture is formed by a simulated set of interconnected nodes, or neurons, with each
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node producing a certain response at a given set of input signals. A neural network
can therefore be seen as a map from a space of input variables xn to a space of
output variables ym. In case of a signal-versus-background discrimination problem,
the space of output variables is a one dimensional space. The mapping is nonlinear
if at least one neuron has a nonlinear response to its input.

The MultiLayer Perceptrons (MLP) is a particular type of artificial neural net-
work where connections between neurons do not form a cycle and thus information
always moves in one direction. In general, the architecture of a multilayer per-
ceptron consists of several layers of neurons with each layer fully connected to the
next one. A neural network with n neurons can have n2 directional connections,
thus having a high complexity level. In the MLP neural network the complexity is
reduced by organising the neurons in layers and only allowing direct connections
from a given layer to the following one. This implies a direction of information
processing, hence the multilayer perceptron is also known as a feedforward neural
network. Figure 5.1 shows a sketch of the MLP neural network architecture. The
first layer of a multilayer perceptron is the input layer and the last one is the output
layer. All other layers are hidden. Considering for instance a classification problem
with n input variables, the input layers consist of n neurons that hold the input
values {x1 , ... , xn}, and the output layer consists of one neuron that holds as
output variable the neural network estimator yANN . Each node of the network is a
processing element with a nonlinear activation function, thus creating a nonlinear
mapping between an input and an output signal. The output of a node is scaled
by the connecting weight wi and sent forward to be an input to the nodes in the
next layer of the network.

The difference between the multilayer and a normal perceptron is that in the
MLP case each neuron uses a nonlinear activation function which was developed to
model the frequency of action potentials of biological neurons in the brain. This
function is modeled in several ways, but must always be normalizable and differen-
tiable.

The MLP neural network uses a back propagation technique for the training
process. In this technique the output for every input event is known. During
this process the network is supplied with N training events and n input variables
{x1 , ... , xn} are associated to each of these N events. For each training event i
the neural network output yiANN is computed and compared to the desired output
yi [78].

5.3 Analysis in the energy range 100 − 300 GeV

As already mentioned at the beginning of this chapter, a neural network approach
has been used as a cross-check for the results obtained from the χ2 method described
in section 4.8. Thus, the MLP method has been trained using the same shower
profile variables studied for the χ2 method in the energy range 100 − 300 GeV.
The training has been done on a signal sample and on a background sample, in
the energy range 100 − 300 GeV. The signal sample comprises simulated positrons
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Figure 5.1. Sketch of the MLP neural network architecture. For a classification
problem with n input variables, the input layers consists of n neurons that hold the
input values {x1 , ... , xn}, and the output layer consists of one neuron that holds
as output variable the neural network estimator yANN ; the output of each node is
scaled by the connecting weight wi and sent forward to be an input to the nodes in
the next layer of the network [78].
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while the background sample comprises simulated protons in the only-π0 case. The
two samples have been first selected by the cuts listed in section 4.4 and the cut

qcore/ncore > qcore/ncore− 3 · σqcore/ncore (5.1)

in order to reduce the huge proton background. The resulting weights obtained
from the training process have then been applied to simulated positrons and to
simulated protons in the normal case in order to obtain an efficient separation
between positron and proton events in the real case at energies above 100 GeV.
Results of the neural network for simulated samples are shown in figure 5.2. As
shown in figure 5.2, the MLP method assigns the value −1 to hadronic events
(simulated protons, red line) and the value 1 to electromagnetic events (simu-
lated positrons, black line). The results for simulated positrons and protons in
the normal case are also shown in figure 5.3 (first and third panel, starting from
the top).
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Figure 5.2. Results of the MLP neural network on simulated samples in the energy
range 100 − 300 GeV. The signal sample is constituted by simulated positrons
(black line) while the background sample is constituted by simulated protons in the
normal case (red line) or in the only-π0 case (blue line); simulated protons have
been normalized to simulated positrons.

The same weights have also been applied to negatively and positively charged
events in flight data in order to estimate the number of electrons and positrons
respectively. The second panel of figure 5.3 shows results of the MLP method for
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negatively charged events (violet points). The distribution has a peak around 1 thus
indicating that negatively charged events in flight data are dominated by electrons.
Furthermore, the distribution for negative flight data has been fitted using the
distribution for simulated positrons (first panel) with the normalization factor left
as free parameter. The result of the fit (black line) gives an estimation of the
number of electrons in flight data. The MLP distribution for negatively charged
events shows also a peak around −1. These events can be associated mainly to
spillover protons (see section 2.1.2) which dominate the negatively charged part of
hadronic events at energies above 100 GeV. A small fraction of these events are
also antiprotons since the antiproton-to-electron flux ratio is of the order of 10−3.

The bottom panel of figure 5.3 shows results of the MLP method for positively
charged events (blue points). The positive flight data distribution is instead dom-
inated by a peak around −1 associated to proton events and a peak around 1
associated to positron events. Thus, in this case the distribution has been fitted
with a sum of the distribution for simulated positrons (black line) and the distribu-
tion for protons in the normal case (red line), with two normalization factors left
as free parameters. The result of the fit (green dashed line) gives an estimation of
the number of positrons and protons in flight data.

Both flight data distributions shown in figure 5.3 (second and fourth panel) were
fitted in the range [−1 , 1]. However, the fit does not reproduce the tail of positive
flight data distribution for MLP > 0. Thus, it is difficult to estimate a possible
proton contamination of candidate positron events. One way of improving the fit
of positive flight data distribution for MLP > 0 is to change the range of the fit.
For instance, figure 5.4 (second and fourth panel) shows results of the MLP method
by considering a fit in the range [0 , 1]. Anyway, even in this case, the tail of the
distribution for positive flight data for MLP > 0 is not well reproduced by the fit.

Another way of estimating the proton contamination is shown in figure 5.5-top
and consists of the following steps:

- the distribution for positive flight data is fitted in the range [0 , 0.7] with a
constant function (purple line);

- this constant value is subtracted from the distribution for positive flight data
in the range [−1 , 1], thus obtaining a new distribution shown in figure 5.5-
bottom;

- the number of positrons is extrapolated counting the remaining positively
charged events in the range [0.7 , 1];

- the number of electrons is extrapolated counting the negatively charged events
in the range [0.7 , 1].

In this case, the number of estimated positrons should not be affected by a possible
proton contamination.
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Figure 5.3. Results of the MLP method. First panel : MLP distribution for sim-
ulated positrons (black points). Second panel : MLP distribution for negative flight
data (violet points); the data have been fitted in the range [−1 , 1] with the dis-
tribution for simulated positrons (black line). Third panel : MLP distribution for
simulated protons (red points). Fourth panel : MLP distribution for positive flight
data (blue points); the data have been fitted in the range [−1 , 1] with a sum
(green dashed line) of the distribution for simulated positrons (black line) and the
distribution for protons in the normal case (red line).
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Figure 5.4. Results of the MLP method. First panel : MLP distribution for sim-
ulated positrons (black points). Second panel : MLP distribution for negative flight
data (violet points); the data have been fitted in the range [0 , 1] with the distribution
for simulated positrons (black line). Third panel : MLP distribution for simulated
protons (red points). Fourth panel : MLP distribution for positive flight data (blue
points); the data have been fitted in the range [0 , 1] with a sum (green dashed
line) of the distribution for simulated positrons (black line) and the distribution for
protons in the normal case (red line).
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Figure 5.5. Top: MLP distribution for positive flight data (blue points); the data
have been fitted in the range [0 , 1] with a sum (green dashed line) of the distribution
for simulated positrons (black line) and the distribution for protons in the normal
case (red line). The fit in the range [0 , 0.7] with a constant function is also shown
(purple line). Bottom: new MLP distribution for positive flight data in the range
[−1 , 1] obtained by subtracting the constant value from the distribution shown in
the top panel.
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5.4 Positron fraction

The multivariate analysis approach described in the previous section was used to
estimate the number of electrons and positrons in flight data and consequently
evaluate the positron fraction. The analysis has been applied to the same flight
data set previously used for the χ2 method (see section 4.9). The data have been
collected between July 2006 and January 2010, and consist of over 2 · 109 triggered
events accumulated during a total acquisition time of ∼ 1200 days [38].

The number of electrons and positrons was estimated through a bootstrap anal-
ysis [76] applied to MLP distributions for flight data, as shown in figures 5.3, 5.4
and 5.5.

The bootstrap method used consists of the following steps:

- considering the original MLP distribution for negatively and positively charged
events in flight data (e.g. second and fourth panel from the top of figure 5.3);

- creating a new sample of same size, the so-called bootstrap sample, by ran-
domly sampling, with replacement, the values of the original sample;

- repeating this procedure N times;

- fitting each of these N bootstrap samples with the distribution for simulated
positrons, in case of negatively charged events, or with a sum of the distri-
bution for simulated positrons and protons in the normal case, in case of
positively charged events.

The distribution of the number of electrons and positrons obtained from the nor-
malization factor of each fit is in good agreement with a Gaussian distribution. The
final numbers of electrons and positrons are then estimated by the mean and the
standard deviation of the fitted Gaussian function. Figure 5.6 shows the results of
the bootstrap analysis for negatively (top) and positively (bottom) charged events
(see second and fourth panel of figures 5.3), where flight data distributions have
been fitted in the range [−1 , 1]. The fitted Gaussian function is also shown for
both distributions (red line). The same procedure has been applied to the flight
data distributions shown in figure 5.4. The final results are summarized in the first
two rows of table 5.1.

The procedure used to remove a possible proton contamination (see figure 5.5)
was also subjected to the bootstrap method described above. Figure 5.7 shows the
bootstrap distributions for negatively and positively charged events. The results
obtained are listed in the third row of table 5.1.

The corresponding positron fraction has been evaluated in the three different
cases previously described. The results shown in the first three rows of table 5.1
are also reported in figure 5.8 (blue square, red triangle and green triangle). These
results are also compared to that obtained following the χ2 method described in
section 4.8 and 4.9 and listed in the last two rows of table 5.1 (light blue point and
purple star in figure 5.8).
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Figure 5.6. Results of the bootstrap analysis for negatively (top) and positively
(bottom) charged events; the analysis refers to the second and fourth panel of figures
5.3, where flight data distributions have been fitted in the range [−1 , 1]. The number
of electrons (top) and positrons (bottom) were obtained from the normalization factor
of each fit and follow a Gaussian distribution; the final number of electrons and
positrons listed in table 5.1 (first row) are estimated by using the mean and the
standard deviation obtained from a Gaussian fit of these bootstrap distributions
(red line).
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Figure 5.7. Results of the bootstrap analysis for negatively (top) and positively
(bottom) charged events; the analysis refers to figure 5.5. The number of electrons
(top) and positrons (bottom) follow a Gaussian distribution; they were obtained
counting the negatively and the positively charged events in the MLP range [0.7 , 1]
respectively. The final number of electrons and positrons listed in table 5.1 (last
row) are estimated by using the mean and the standard deviation obtained from a
Gaussian fit of these bootstrap distributions (red line).
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Fit range Ne+ Ne− Ne+ / (Ne+ + Ne−)

[−1 , 1] 13.7 ± 4.1 85.8 ± 8.8 0.138 ± 0.037

[0 , 1] 16.2 ± 4.7 81.4 ± 8.5 0.166 ± 0.043

[0 , 0.7] with constant 6.3 ± 3.7 66.2 ± 6.2 0.087 ± 0.047

χ2 and χ3 method 5 31 0.139 + 0.136
− 0.080 (stat.)

χ2 and χ3 method 6.1 + 6.9
− 4.9 38 0.138 + 0.138

− 0.101

Table 5.1. Number of electron and positron events estimated from a bootstrap
analysis applied to MLP distributions for negatively and positively charged events
in flight data. The bootstrap procedure is described in this section. Values in the
first row refer to figure 5.6; values in the third row refer to figure 5.7. The values in
the last two rows refer to results obtained using the method described in section 4.8
and 4.9.

5.5 Conclusions

A multivariate approach based on the MLP method has been applied to flight data
in order to estimate the number of electron and positron events. The final estima-
tion, obtained by applying a bootstrap technique, has been used to evaluate the
positron fraction. The results of this approach are shown in table 5.1 (first two
rows) and in figure 5.8 (blue square and red triangle). Furthermore, a procedure
was followed in order to remove a possible proton contamination. The resulting
positron fraction (table 5.1, third row) is compatible, within statistical uncertain-
ties, with previous results (figure 5.8, green triangle) The results obtained following
a multivariate approach are also in good agreement with the one obtained following
the χ2 method described in sections 4.8 and 4.9.
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Figure 5.8. Positron fraction values evaluated following a bootstrap technique ap-
plied to the multivariate approach described in this section (blue square, red triangle
and green triangle); the results are also summarized in table 5.1; the analysis have
been done in the energy range 100 − 300 GeV. The results are compared to the
ones obtained following the χ2 method described in section 4.8 and 4.9 (light blue
point and purple star). Note that values indicated by the blue square, red triangle,
green triangle, light blue point and purple star refer to an energy of 200 GeV but are
displaced for clarity. The results evaluated from the χ2 method in the energy range
20 − 100 GeV are also shown (green points). The PAMELA positron fraction pub-
lished in [66] is also shown as comparison (red points) together with the theoretical
fraction for pure secondary positron production (black line) [32].



Chapter 6

Positron flux

As already discussed in section 1.5, cosmic ray positrons are believed to be mainly
secondary particles produced by interactions of primary cosmic ray nuclei with
the interstellar matter. However, the positron fraction measured by the PAMELA
detector clearly increases with energy above 10 GeV [66], thus indicating a probable
primary source of positrons. Moreover, the cosmic ray electron flux measured by
PAMELA [38] might require refinements of the standard propagation models and
additional sources of cosmic rays. In this context, a measurement of the cosmic ray
positron flux above 10 GeV becomes extremely important.

The number of positron events estimated using the selections listed in sec-
tion 4.4, and the method described in sections 4.7 and 4.8 was used to evaluate
the positron flux up to ∼ 300 GeV.

In this chapter, the procedure followed to evaluate the flux is described and the
resulting positron flux is shown and compared to that evaluated by other experi-
ments.

6.1 Flux evaluation

The flux is defined as the number of detected particles, as a function of the energy,
per unit of area and time. The flux can be evaluated as follows:

Φ(E) =
N(E)

ε(E)
· 1

Tlive ·G(E) ·∆E
(6.1)

where E is the energy, N(E) is the number of particles selected, ε(E) is the total
efficiency of all the selections considered, Tlive is the live time, G(E) is the geomet-
rical factor and ∆E is the width of the energy bin. The calculation of these terms
is explained in the following sections.
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6.2 The live time

The live time Tlive is the effective time the instrument is collecting data. On the
contrary, the time the instrument is switched off or in a reading out/processing data
mode, is called dead time. The live time of the apparatus was evaluated using the
trigger system and was cross-checked with the on board time of the CPU allowing
the acquisition time (Tlive + Tdead) to be determined [67].

The Earth’s magnetic field prevents low energy charged particles from reaching
the top of the atmosphere. This effect, called geomagnetic cut-off, is maximum
at the magnetic equator and minimum at the magnetic poles. Thus, the cut-off
rigidity varies as a function of the magnetic latitude, from a maximum value of
∼ 15 GV at the equator to a minimum value < 1 GV at the poles. In order to
calculate the effective detector live time, it is necessary to evaluate the time spent
by the detector in different orbital regions with the corresponding rigidity cut-off.
Low energy particles are more affected by such an effect, resulting in a live time
which increases as the rigidity increases up to a particle rigidity value of ∼ 22 GV
where the live time becomes constant. This is clearly visible in figure 6.2 where the
live time is shown as a function of the particle rigidity.
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Figure 6.1. The live time Tlive as a function of the particle rigidity.
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6.3 The geometrical factor

The geometrical characteristics of the instrument are important in the flux eval-
uation. Considering an ideal detector, the counting rate C of the instrument is
proportional to the incident intensity I by a factor called gathering power Γ:

C = Γ · I (6.2)

The gathering power is defined as follows:

Γ =

∫

Ω

dΩ

∫

S

d~σ · r̂ F (Ω) (6.3)

where, as shown in figure 6.2, dΩ is an element of the solid angle Ω, S the total
area of the detector, d~σ · r̂ = dS⊥ the effective element of area looking into dΩ
and F (Ω) the intensity. If the intensity is isotropic, F (Ω) = 1 and the gathering
power is called the geometrical factor of the instrument. The geometrical factor
G depends only on the geometry of the detector and its definition can be derived
from equation 6.3 [80]:

G =

∫

Ω

dΩ

∫

S

d~σ · r̂ =

∫

Ω

dΩ

∫

S

cos θ dσ (6.4)

The geometrical factor is usually derived from equation 6.4 using numerical
calculations or Monte Carlo simulations. A detailed study of the PAMELA geo-
metrical factor performed with GEANT3 simulations is reported in [74]. In order
to simplify the calculations, the PAMELA geometry was reduced only to those
volumes which define the physical acceptance, i.e. the time-of-flight system and
the magnetic cavity. These subdetectors have been considered as simple cuboids
without any subdivision in paddles or strips. Also, insensitive volumes like boxes,
aluminium frames, glue, etc. were not taken into account for calculations of the
geometrical factor. The requirements which define the PAMELA acceptance are
the following:

- the particle trajectory must cross at least one of the two layers in each plane
of the ToF system (S11 or S12, S21 or S22, S31 or S32);

- the particle must cross all the six silicon planes of the tracking system;

- the particle trajectory must be fully contained inside the magnetic cavity,
without crossing or touching the walls of the cavity.

Furthermore, the geometrical factor depends on the particle rigidity. As de-
picted in figure 6.3, low rigidity particles are strongly deflected by the magnetic
field towards the cavity walls, thus resulting in a decreasing of the geometrical fac-
tor as the particle rigidity decreases. High rigidity particle trajectories are instead
approximately straight, thus the geometrical factor assumes an almost constant
value. In the analysis presented in this thesis, the geometrical factor was evalu-
ated by defining a fiducial volume inside the 13.1 cm × 16.1 cm magnetic cavity.
Above 1 GV the geometrical factor is approximately constant and has a value of
(19.9 ± 0.01) cm2 sr.
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Figure 6.2. Schematic view of the geometrical factor calculation [74].
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Figure 6.3. Sketch of the PAMELA apparatus with a representation of positive
charged particle trajectories inside the magnetic cavity. Low rigidity particles are
strongly deflected by the magnetic field resulting in a lower value of the geometrical
factor compared to the one for high rigidity particles [74].



128 Chapter 6. Positron flux

6.4 Selection efficiencies

The efficiency for each selection is the probability for an event, in this case a
positron, to pass the selection criteria of each detector. The selection efficiencies
depend on the particle type and rigidity. In order to evaluate the correct efficiency,
a sample of events must be selected independently from the detector on which the
selection criteria are applied. Selection efficiencies can be determined both from
simulations and flight data. The advantage of using simulations is that a large
statistics can be achieved. On the other hand, conditions of the whole appara-
tus can be slightly different during flight compared to simulations, thus resulting
in a different efficiency between simulations and flight data. For this reason, if
the statistics is high enough it is more precise to use flight data for the efficiency
evaluation.

Since the selections for each single detector are independent, the total efficiency
was evaluated as follows:

ε(E) = εtrigger(E) · εaboveCalo(E) · εcalorimeter(E) (6.5)

where

- εtrigger(E) is the product of the trigger efficiency for each time-of-flight layer
required in a particular trigger configuration;

- εaboveCalo(E) is the selection efficiency for all requirements applied to the
detectors above the calorimeter, i.e. the time-of-flight, the tracker and the
anticoincidence system;

- εcalorimeter(E) is the efficiency for the selections used in the calorimeter.

6.4.1 Trigger efficiency

The total trigger efficiency εtrigger(E) is the product of the trigger efficiency for
each time-of-flight layer required in a particular trigger configuration. Different
trigger configurations are used in different orbital regions (see section 2.2.1) [67].
The total trigger efficiency is calculated to be εtrigger(E) = 0.999 ± 0.001 [81].

6.4.2 Efficiency of selections above the calorimeter

The efficiency εaboveCalo(E) is the selection efficiency for all requirements applied
to the detectors above the calorimeter, i.e. selections listed in section 4.4. The
problem in this calculation is that, in order to evaluate the tracker efficiency it
is necessary to select a sample without any requirements on the tracking system.
Thus, the information about particle rigidity must be extrapolated from the energy
released in the calorimeter. This analysis was applied selecting events from the
whole flight data set acquired between July 2006 and January 2010 [38]. Initially,
events with a total energy released in the calorimeter larger than 2000 MIP, i.e.
E > 10 GeV, were selected, allowing non-interacting particles to be rejected. The
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shower in the calorimeter was used to reconstruct the event track, backpropagating
the shower axis through the tracker and the time-of-flight system. Only events
with a reconstructed track which passes through the fiducial acceptance in the
tracker cavity and intercepts the ToF planes S1, S2 and S3 have been selected.
Furthermore, in the context of the positron analysis, several conditions on the
shower characteristics were applied in order to select electromagnetic events, e.g.
the fraction of energy along the track (qtrack/qtot), the dispersion of secondary
particles produced in the shower (qcore/ncore) and the asymmetry of the cascade
(asymmetry). Then, selections described in section 4.4 have been applied to the
selected sample and εaboveCalo(E) was consequently evaluated as

εaboveCalo(E) =
Nsel

Ntot
(E) (6.6)

where Nsel is the number of events which pass conditions listed in section 4.4
and Ntot is the total number of events selected reconstructing the track from the
calorimeter. Figure 6.4 shows the distribution of the evaluated efficiency as a func-
tion of the energy extrapolated from the calorimeter. The distribution has been
fitted with the function (violet line)

f = p0 · (1 + p1 · e−p2·E) + p3 · E (6.7)

where E is the energy extrapolated from the calorimeter.

6.4.3 Calorimeter efficiency

The calorimeter efficiency εcalorimeter(E) is the efficiency for all the selections used
in the calorimeter and described in sections 4.7 and 4.8. Also in this case, efficiencies
were calculated using the flight data set acquired between July 2006 and January
2010 [38]. Since different selections have been used for the analysis in the energy
range 20 − 100 GeV and in the energy range 100 − 300 GeV, the efficiencies have
been separately evaluated in the two cases. Calorimeter selection efficiencies were
evaluated as follows:

εcalorimeter(E) =
Nsel

Ntot
(E) (6.8)

where Nsel is the number of negatively charged events selected by the method
described in sections 4.7 and 4.8, and Ntot is the number of negatively charged
events selected by the cuts listed in section 4.4. The resulting efficiencies for the
four rigidity bins considered are reported in table 6.1.
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Figure 6.4. Distribution of the efficiency for selections listed in section 4.4 as a
function of the energy extrapolated from the calorimeter; the distribution has been
fitted with equation 6.7 (violet line).

Rigidity (GV) calorimeter selection efficiency

28 − 42 0.389 ± 0.019

42 − 65 0.231 ± 0.021

65 − 100 0.075 ± 0.017

100 − 300 0.081 ± 0.014

Table 6.1. Calorimeter selection efficiencies evaluated using equation 6.8; values
in the first three rows refer to selections listed in section 4.7; values in the last row
refer to selections listed in section 4.8.
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6.5 Positron flux

The positron flux has been evaluated using equation 6.1. The number of events
N(E) is the number of positron events selected using the requirements described
in sections 4.4, 4.7 and 4.8, and previously used to evaluate the positron fraction
shown in figure 4.24. The analysis has been performed on the flight data set ac-
quired between July 2006 and January 2010, and consisting of over 2 · 109 triggered
events accumulated during a total acquisition time of ∼ 1200 days [38]. The other
terms of equation 6.1, i.e. the live time, the geometrical factor and the total selec-
tion efficiency, have been previously described in this chapter in sections 6.2, 6.3
and 6.4 respectively. The resulting positron flux values are reported in table 6.2
and shown in figure 6.5 (green points). The result is in good agreement, within
statistical uncertainties, with the positron flux evaluated by the PAMELA Collab-
oration (red points) [82], obtained using the number of positron events reported in
[66] and the estimated electron flux published in [38]. The positron flux evaluated
in this analysis shows evidence for a break in the spectral index around ∼ 100 GeV.
The resulting rise is in good agreement, within statistical uncertainties, with re-
cent measurements from the Fermi LAT experiment (violet squares) [83]. Previous
results from CAPRICE94 [84], HEAT94+95 [85] and AMS−01 [86] are also shown
for comparison.

The theoretical trend for pure secondary positron production (see section 1.5),
as evaluated by Moskalenko and Strong, is shown in figure 6.5 (black line) [32] but
it does not reproduce the spectral break at high energies. In figure 6.6, the positron
flux evaluated in this analysis is also compared with the theoretical model proposed
by Delahaye et al. [87] (violet lines). This theoretical secondary positron flux is cal-
culated using relativistic treatment of the energy losses (dotted violet line). The
dashed violet line is instead estimated considering contributions from supernova
remnants and pulsars within 2 kpc and a smooth astrophysical sources distribution
beyond. The violet line represents the sum of these two contributions. Both the
positron flux estimated in this analysis (green points) and the one evaluated by
an independent analysis within the PAMELA Collaboration (red points) [82] are
in good agreement, within statistical errors, with the model presented by Dela-
haye et al. up to ∼ 100 GeV.
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Rigidity (GV) positron flux (s−1 sr−1 m−2 GeV2)

28 − 42 9.99 ± 1.77

42 − 65 8.46 ± 2.69

65 − 100 17.57 ± 10.30

100 − 300 65.67 ± 27.61

Table 6.2. Positron flux values obtained by the procedure described in this section
and reported also in figure 6.5 (green points). Positron events in the first three
rows refer to selections listed in section 4.7; positron events in the last row refer to
selections listed in section 4.8.
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Figure 6.5. Positron flux as a function of the energy evaluated using the procedure
described in this section (green points); the values refer to table 6.2. The positron
flux is compared to the one evaluated by the PAMELA Collaboration using a dif-
ferent method (red points) [82]. Data from other experiments are also shown as
comparison: Fermi LAT (violet squares) [83], HEAT94+95 (open diamonds) [85],
AMS−01 (open squares) [86] and CAPRICE94 (black triangles) [84].
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Figure 6.6. Positron flux as a function of the energy evaluated using the procedure
described in this section (green points); the values refer to table 6.2. The positron
flux is compared to the one evaluated by the PAMELA Collaboration using a differ-
ent method (red points) [82]. The positron flux is compared to the theoretical trend
evaluated by Delahaye et al. (violet line) [87] considering a pure secondary positron
production and a primary positron components from pulsars and supernova rem-
nants. The positron flux is also compared to the theoretical flux for pure secondary
positron production as evaluated by Moskalenko and Strong (black line) [32].
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Chapter 7

Conclusions

Positrons are believed to be mainly secondary particles, produced during interac-
tions of primary cosmic ray nuclei with the interstellar matter. Positrons could
be also created as primary particles in high energy astrophysical sources, such as
pulsars and supernova remnants, or be produced by dark matter particle annihi-
lations. Since positrons lose energy very efficiently as they propagate they could
give useful information about acceleration mechanisms and propagation processes
of cosmic rays in the local part of our galaxy. The interest in cosmic ray positron
measurements considerably increased in the last years because of new experimental
results. The positron fraction measured by the PAMELA detector clearly increases
with energy above 10 GeV [66]. This is not in agreement with a pure secondary
positron production, thus indicating a probable primary origin of positrons. More-
over, the cosmic ray electron flux measured by PAMELA [38] might also require
refinements of the standard propagation models and additional sources of cosmic
rays. In this context, a measurement of the positron fraction and of the positron
flux up to ∼ 300 GeV becomes extremely important.

The analysis described in this thesis is based on positron selections performed us-
ing the PAMELA electromagnetic calorimeter. The PAMELA experiment, mounted
on board of the Russian Resurs DK1 satellite, was launched on June 15nd 2006 and
since then is continuously acquiring data. Since leptons and hadrons interact in
different ways, a powerful way to distinguish between these two types of events is
to analyse the longitudinal and transverse shower profiles inside the calorimeter.
The method followed to identify positron events over a large background of protons
is presented in chapter 4. This method has been first tested on simulated positron
and proton events produced in two different energy ranges (20 − 100 GeV and
100 − 300 GeV). A possible neutral pion contamination of hadronic showers, which
could result in a proton being misidentified as a positron, has also been studied.
The same method has been then applied to positively and negatively charged par-
ticles in flight data in order to identify positron and electron events respectively.
The positron fraction has been consequently evaluated up to ∼ 300 GeV and is
shown in figure 4.24. As a cross-check of the results obtained with this method, a
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multivariate approach has also been applied to flight data in order to estimate the
number of positron and electron events at energies greater than 100 GeV (see chap-
ter 5). The resulting positron fraction is shown in figure 5.8 and compared to the
one evaluated with the method described in chapter 4 using selection on calorime-
ter variables. The positron fractions obtained with these two different methods are
in good agreement within statistical uncertainties. Furthermore, the positron flux
has been evaluated up to ∼ 300 GeV using the method described in chapter 4.
The resulting positron flux is shown in figures 6.5 and 6.6. The flux evaluated in
this analysis is in good agreement, within statistical uncertainties, with the one
estimated by the PAMELA Collaboration using a different method [82] and recent
measurements from the Fermi LAT experiment [83]. A rise at energies greater
than ∼ 100 GeV is clearly visible and it is not reproduced by a theoretical trend
for pure secondary positron production.

Many theoretical interpretations have been suggested in order to interpret the
latest cosmic ray measurements. These interpretations mainly involve primary
positron production from astrophysical sources (pulsars and supernova remnants) or
from dark matter annihilation processes. New experimental data from the AMS−02
experiment [57] are expected soon. The AMS−02 experiment will provide measure-
ments with a higher maximum energy cut-off compared to PAMELA. Moreover, in
order to further extend positron measurements in the TeV scale, the PEBS long-
duration electron positron balloon-borne mission has been proposed [58]. New re-
sults about positron and electron flux will be interesting in this scenario. The future
data, together with the present ones, will probably provide a better understanding
of all these open questions.
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great friendship!
To Cecilia: thanks for all your help, mainly at the beginning of my life here!
To Ines: thanks for the awesome time we spent in Linz.
To Ana Amelia: it was a great pleasure being invited to your wedding and thanks
a lot for your hospitality in Curitiba.

137



138 Acknowledgments

A special thanks goes to Lukas: thank you so much for your daily support as a
brother and for the funny time spent together, it was really nice having met some-
one more crazy than me!

Agli amici di Torino: anche se da lontano, grazie mille per il vostro continuo
sostegno. A Clelia: grazie per la tua amicizia senza spazio e senza tempo. Al mio
maestro di aikido Renzo Grande e a tutte le persone con cui ho praticato per più
di tredici anni: grazie mille per avermi insegnato qualcosa che è ormai diventato
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