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o and Whisker Plots e

Box plots are graphical representations of 5 number summary.

[ Anatomy of a Box and Whisker Plot |
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Strong positive association:
n 0.75 and 0.99

Moderate positive association
£ between 0.5 and 0.74

Weak positive association:
r between 0.25 and 0.49
No association:

rbetween ~0.24 and +0.24
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Log (Base 10) Scale

Logarithms
Alogarithm, or log, is a power or exponent or index of a number. That is the log of a” is b.
For example the logs of 23,54, and 106 are 2,3, and 6 respectively.

Log (Base 10) Scale
The log (base 10) scale is based of exponentials of base 10, i.e. 10,10%,10%,10*.
Using the log (base 10) scale allows data ranging over several order of magnitude to be displayed.

Converting Between Forms using the Log (Base 10) Scale

log value = log;,(data value) data value = 10108 value

Data Value 0.001 0.01 0.1 10" 1 10 100 1000

Log Form logyo0.001 logyo0.01 logyn0.1 logyn10™ logye1 logy 10 logys 100 logyo 1000
Log Value -3 -2 -1 n 0 1 2 3

Exponent Form | 10~3 1072 107t 10" 10° 10! 102 10°
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Write 2° = 8 in logarithmic form.

o https://www.youtube.com/watch?v=zzu2POfYvOY

. Logarithm
Solution: |Og 28 =3

‘We read this as: ”the log
base 2 of 8 is equal to 3”.

3
Convert to log form:100 = '2 10g.100 =2

Convert to exponential form: 2.
=8

log, 8 :.
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Stretching transformation: Squared & recipricol transformation
Compressing transformation: Logarithmic transformation
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The Effect of Each Transformatiol

Type of
Transformation:

Description of Effect:

One Word Descriptior

‘Graph of
Transformation:

Squared Transformations
(X andy’)

Spreads out the high
xvalues relative to the
lower x-values and vice

Stretching transformation
> xstretches high
xvalues

versa, > ystretches high
yvalues
Log Transformation Compresses the higher x- | Compressing.
(Log,and Log, ) values relative tothe | Transformation
lower x-values and vice
Regprocal Compresses argery- | Sretching and
Transformations values relative to smaller | Compressing
yvalues and vice versa | Transformation
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— Displayed through: scatterplots
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Report:

There is a [strong/moderate/weak], [positive/negative],[linear/non-linear] relationship

between [response variable y] and [explanatory variable x]. There [are/are no] clear
outliers.

— Pearson’s correlation coefficient (r ) : helps determine
association

- It can only be used assuming that :
1. There are no outliers in the data
2. The variables are numeric
3. The association is linear
...Otherwise it could give misleading information!!

Weak positive association:
r between 0.25 and 0.49

Weak negative association:

— The coefficient of determination ( r? ):

r between —0.25 and -0.49
Report. Moderate negative association:
[r* x 100] % of the variation in [response variable] is r between -0.5 and -0.74

explained by the variation in [explanatory variable] and
[remaining % ] is explained by other factors.

Note: Even if variables swap,
Remember: When square-rooting r? to gain r value, identify r value will always remain

whether the relationship is negative or positive and the same
accordingly, r will take on a (=) or a (+)
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Minimises the sum of the squares of the residuals

The assumptions for the least squares line is the same as for the correlation
coefficient

Vo

— Equation of line: a+bx

- the slope (b) = b=r-t

\\

- the intercept (a) = P

— r: correlation coefficient

— sxand s, : standard deviations of x and y

— xandy : the mean values of x and y

— Interpolation: predicting within the range of data
— Extrapolation: predicting outside the range of data

Report:
— Slope (b):

On average, [response variable] [increases/decreases] by [b units] for every one unit
increase in [explanantory variable]

— y- intecept (a):

When [explanatory variable] is O, [response variable] is predicted to be [a units]

distance between the individual data points and the regression line

— Residual value: | actual value — predicted value

4000

2000

— Residuals can be positive, negative or zero:

S 0

2000

- Data points above regression line: positive residual < 1000
- Data points below residual line: negative residual 6000 4
- Data points on the line: zero residual pbaaa s e

— Residual plots: plot of the residual value for each data value
— Random scatters indicate a linear relationship

Report:

The residual plot shows a [random scatter/ curved patter] indicating there is a [linear/non-
linear] relationship between [response variable] and [explanatory variable]
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