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• Association between two numerical variables
→ Displayed through:
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...Otherwise it could give misleading information
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Report: 
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Remember:
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sociation between two numerical variables
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Remember: When square
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sociation between two numerical variables
Displayed through: scatterplots 
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no outliers
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The association is linear



Otherwise it could give misleading information



The coefficient of determination ( 
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explained by the variation in 
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whether the relationship is negative or positive and 
accordingly, r will take on a (–) or a (+)



sociation between two numerical variables
scatterplots  
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no outliers in the data
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• Least squares regression line
→ Minimises the sum of the squares of the residuals
→ The assumptions for the least squares line is the



coefficient
 



→ Equation of line:
 



- the slope (b) =
 



- the intercept (a) =
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→ x and y
 



→ Interpolation:
→ Extrapolation:



 
 
 
 
 
 
 
 
 
 
 
 



• Residuals:
→ Residual value:



 



→ Residuals can be positive, negative or zero:
 



- Data points above regression line: positive residual
- Data points below residual line: negative residual
- Data points on the line: zero residual



 



→ Residual plots:
→ Random scatters indicate a linear relationship
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Report:



→ Slope (b):
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→ y- intecept (a):



When [explanatory 



 



Least squares regression line
Minimises the sum of the squares of the residuals
The assumptions for the least squares line is the
coefficient 



Equation of line: 



the slope (b) = 



the intercept (a) =



correlation coefficient



and sy : standard deviations of x and y



and y : the mean values of x and y
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Extrapolation: predicting 



Residuals: distance between the individual data points and the regressio



Residual value:   



Residuals can be positive, negative or zero:



Data points above regression line: positive residual
Data points below residual line: negative residual
Data points on the line: zero residual



Residual plots: plot of the residual value for each data value
Random scatters indicate a linear relationship



Report: 



The residual plot shows a
linear] relationship between



Report: 
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On average, [response variable] [increases/decreases]
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[explanatory 



Least squares regression line
Minimises the sum of the squares of the residuals
The assumptions for the least squares line is the



  a+bx  
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predicting within
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distance between the individual data points and the regressio



  actual value 



Residuals can be positive, negative or zero:



Data points above regression line: positive residual
Data points below residual line: negative residual
Data points on the line: zero residual



plot of the residual value for each data value
Random scatters indicate a linear relationship



The residual plot shows a [random scatter/ curved patter] 
relationship between



[response variable] [increases/decreases]
[explanantory variable]



intecept (a): 



[explanatory variable]
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Minimises the sum of the squares of the residuals
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Random scatters indicate a linear relationship
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plot of the residual value for each data value
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