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Executive Summary 
 

What lies Beyond Disinformation? 
 
Disinformation is now the status quo. Beyond the facts of the matter—false claims to be fact-checked or 
governmental narratives to be debunked—broader forces are shaping our everyday informational landscape. 

These forces reweight and reorder opportunities to speak, engage, express and represent oneself, limiting 
our capacity to know, understand, and participate in the world around us. 
 
Identity matters as much to this landscape as facts. Repressive legal templates and restrictive economic 
interventions redefine how we individually or collectively participate in digital life. These changes leave only 
narrow openings—apertures that permit limited ways of belonging to collective, interpretive communities—
while foreclosing so many other possibilities for public life.  
 
By linking these domains of identity, authoritarianism, law and economics, this report demonstrates how such 
interventions reduce opportunities for local, transnational and global experiences of collective engagement 
to the strategic needs of governments or the competing commercial imperatives of platform and data 
economies.  

 
About the Beyond Disinformation Research Cluster 

 
We are media scholars and journalists, area-experts and disinformation specialists – each faculty researcher 
and graduate team member brings a different set of skills and experiences to bear down on one of the most 
pressing issues facing fact-based journalism and democratic governance today. We seek to understand rapidly 
declining institutional trust in liberal democratic institutions and surging populism worldwide while 
examining the fragmentation of the informational landscape and the polarization of public opinion, ultimately 
seeking to understand what underlies these shifts—What lies beyond disinformation? 
 
This report is the product of the “Beyond Disinformation” international research cluster, developed through 
a joint institutional partnership between the Universities of Manchester, Melbourne and Toronto.2  Over the 
Spring and Summer of 2024, our faculty specialists worked with four teams of graduate researchers – 
examining the impact of identity and diaspora, of authoritarian techniques and templates, of censorship laws, 
as well as market and platform regulation. We also looked at the role of communication specialists who 
themselves seek to combat disinformation and establish a context where fact-based certainty and trust 
flourishes among and across diverse communities.  We have contributed to shorter, public, rapid response 
analyses in collaboration with the AHRC funded “(Mis)Translating Deceit” project and the Centre for Digital 
Trust and Society at the University of Manchester and the Munk School of Global Affairs and Public Policy at 
the University of Toronto.3  In October 2024, we came together with our wider network partners to 
workshop and present our findings at the University of Toronto through a two-day symposium hosted by the 

 
2 The wider partnership “Beyond Disinformation: Assessing Digital Communications Strategies of Hybrid Neo-
Authoritarian Empires” is led by Dr. Kenzie Burchell (Toronto), Dr. Dara Conduit (Melbourne), and Prof. Stephen 
Hutchings (Manchester) and funded by the Joint Institutional Partnership program of the participating 
universities.  
3 See “Workshop on ‘Big Disinfo’ at the University of Manchester” (May 2024) and “What Trump’s Victory means 
for Europe and Eurasia” (November 2024).  

https://www.mis-translating-deceit.com/research-events/workshop-on-big-disinfo-at-the-university-of-manchester
https://munkschool.utoronto.ca/cees/news/what-trumps-victory-means-europe-eurasia
https://munkschool.utoronto.ca/cees/news/what-trumps-victory-means-europe-eurasia
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Munk School’s Center for European and Eurasian Studies on the first day and the Faculty of Information on 
the second.4 In January 2025, our key findings were presented to the “Evolving Narratives of Culture and 
Histories” Knowledge Mobilization Forum for stakeholders and policymakers hosted by the Canadian 
Government.  This report is the product of these successive collaborative efforts, and our work continues.  
 

Key Findings 
 
Identity –  Across today’s information and media landscape shaped by polarizing political entertainment 
rather than genuine public discourse—and by social media platforms that amplify conflict while 
overwhelming spaces for political deliberation—identity is increasingly perceived in terms isolation and 
disconnection. We compare how this environment has fostered new forms of collective victimhood that, 
while empowering and populist, are often rooted in dominant classes, including ethnonationalist majorities 
and gender, with “manhood” emerging forcefully as a perceived aggrieved identity.  
 
For contrast, we provide a survey of diaspora communities worldwide – examining first how the very 
definition of diaspora and their difference from others reproduce a politics of nationalism(s) rather than a 
politics grounded in of everyday experiences.  Where such social forces are entangled with disinformation, 
we find communities seeking to forge communicative spaces that reflect their identities, yet often seeking 
refuge in self-censorship. This constrains the effectiveness of how we speak about and represent ourselves, 
preventing local experiences and shared cultural memories from translating into opportunities for just and 
democratic participation. 
 
Lawfare – Globally, there has been a rise in the use of laws, or more precisely, legal templates, as tools for 
authoritarian experimentation, entrenchment, and export. They are increasingly used to identify and isolate 
particular communities from participation in political and public life, targeted in a way that mobilizes and 
incites parts of the wider electorate. This tactic reduces political accountability and suppresses opportunities 
for public expression while further disenfranchising already marginalized and at-risk individuals, making them 
targets of abuse and repression by police, security forces and the broader public. 
 
The ambiguity of laws and the quasi-legal rhetoric of government officials plays a significant role in populist 
politics by legitimizing wider state-led actions targeting marginalized communities. This situation creates 
opportunities for authoritarian legislative changes, the imposition of harsh criminal penalties, their 
inconsistent and arbitrary application across all levels of society, allowing public responses to such actions to 
act as pretexts for additional laws.  
 
Authoritarian Practices – Repressive legal techniques often spread regionally and are shared among 
aligned illiberal regimes. However, they also circulate globally, initially through the rhetorical templates of 
disinformation actors in the media and then through the digital tactics of non-state actors working closely 
with governments to conduct surveillance, harassment and silencing of dissent. 
 
Our analysis of several case studies shows that conventional labels such as “democratic” or “autocratic” can 
obscure how authoritarian practices operate across the political spectrum worldwide, undermining any 
attempts for accountability and resulting in a convergence of authoritarian and democratic strategies for 
legalized surveillance, information manipulation, and repression. 

 
4 Many thanks to Dr. Daniel McCarthy (Melbourne) and Dr. Alejandro Paz (Toronto) for their participation and 
insights.  
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Marketcraft –Although terms such as “sanctions”, “supply chains”, and “digital sovereignty” have only 
recently entered popular economic discourse—particularly since the COVID-19 pandemic and following the 
full-scale invasion of Ukraine in 2022— they represent just a few types of marketcraft. These tools are used 
to stop and dam the flow of economic power by legally crafting domestic industries to serve geopolitical 
goals.  
 
In the race to dominate digital, data, and AI-driven economies, increasingly assertive policies are being 
implemented to impose controls and create divisions. This is fragmenting the global economy and producing 
various divergent information landscapes. Disinformation flourishes in the gaps between these emerging 
digital worlds—spaces increasingly defined by competition between states rather than connection between 
their citizens.  
 

Policy Implications 
 

• Political engagement and informed participation are not one only tied only to elections. They are 
everyday issues represented in social isolation at the scale individual and socio-economic life, which 
much be addressed through interpersonal, community and employment opportunities – and by 
recognizing the impacts when such opportunities are lacking. 

 

• Informational literacy must be mobilized at the national level as part of a comprehensive effort to 
build digital resilience that connects people beyond their individual information-seeking behaviours 
or labour market needs. 

 

• Responsible newsmakers, fact-based content creators, educators and community leaders must 
expand their commitment to accountability.  Disinformation flourishes when we fail to identify how 
persuasion, publicity, and the packaging of information erode trust across the diverse domains of 
economic and political life – while also recognizing the agenda-setting impact of disinformation when 
it monopolizes the news cycle. 

 

• Rather than mirroring illiberal practices of repression and censorship, democratic governments must 
take seriously the creative and participatory potential of our diverse, digital lives— as essential to 
protecting public participation. When geopolitical, isolationist and market-driven regulatory 
practices across digital platforms permit non-state actors to limit the nature of public expression and 
engagement, authoritarian regimes are emboldened, and their techniques are more effective.  

 
 
 
 
 
 
 
Preferred Citation:   
Burchell, K., Ross, J., Tolz, V., Yu, S., Amundson, J., Ding L., Forgacs, H., Kindarji, V., Korotaev, R., Markelov, M., 
Rodriguez, S., Scarff, S. & Zabalueva, A. with Hutchings S. and Conduit, D.  (2025).  Beyond Disinformation: 
Identarian Narratives meet Authoritarian Practices, Lawfare & Marketcraft.  A Knowledge Synthesis and Policy 
Report. Universities of Toronto and Manchester.  
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Introduction – Situating Disinformation Studies 
 

The Internet as an open space with equitable opportunities for participation in public discussion has 
been repeatedly challenged by various actors exploiting it for their political or commercial gain.  These 
coordinated efforts span multiple countries globally – binary view contrasting “authoritarian” to “ liberal 
democratic” and “hostile actors” to “ordinary users” seems no longer tenable (cf., e.g. Benkler et al., 2018; 

Hutchings, 2024). Likewise, in the current global information (dis)order, the blurring of boundaries between 
"national" and “transnational”, “state” and “non-state”, “authentic” and “inauthentic” becomes increasingly 
apparent (cf., e.g. Wardle & Derakhshan, 2017). This issue is twofold. Firstly, the abundant and ever-
growing conceptual and terminological frameworks used to denote distinct phenomena in the digital sphere 
can create an impression of an epistemic chaos, making it difficult to accurately and clearly delineate specific 
practices (cf. Gilbert & Mohseni, 2011; Waller, 2024). Secondly, the apparent interconnectedness of a 
multitude of actors within and across different states, coupled with the opaque mechanisms facilitating these 
connections and resulting outcomes, calls for a more holistic approach. Such an approach must be capable of 
comprehending individual experience and complexities of collective identity while recognizing the broader 
contextual relationships that span legal, market, and geopolitical domains (cf. Rauch, 2021). 

Information (dis)order, digital authoritarianism, and transnational authoritarian practices are 
extremely broad concepts, discussed in vast academic literature and practitioners’ output. To address this, 
one must acknowledge the dual nature of the terms used to describe and study diverse phenomena pertaining 
to “information (dis)order”, while avoiding their indiscriminate or over-restrictive application, which might 
lead to crude generalizations or obfuscations. The existence of grey areas between certain practices, especially 
in authoritarian contexts insists on caution about projecting the functioning of democratic institutions onto 
authoritarian regimes and vice versa (cf. Galeotti, 2020; Wardle, 2018). The increasing abuse of digital 
technologies to spread falsehoods, target individuals, groups, organizations, and institutions has been termed 
as the “information disorder” (Wardle, 2018; Wardle & Derakhshan, 2017). The main aberrations of the 
information order in this conceptual framework are misinformation, disinformation, and malinformation 
(Wardle, 2018). The term “fake news”, which has recently risen to prominence following the 2016 U.S. 
Presidential election, has been widely criticized for failing to capture the nuanced and complex nature of the 
modern information ecosystem (Benkler et al., 2018; Gelfert, 2018; Michaelson et al., 2019; Wardle, 2018). 

While both disinformation and misinformation are false information, the crucial difference between them, 
based on the surveyed literature, lies in the presence or absence of the intent to harm or deceive the recipient 
(Fallis, 2015; Fetzer, 2004; Hameleers, 2023). Conversely, malinfromation is true information shared to 
cause harm (Wardle, 2018), which might include misrepresentation of true information to create a misleading 
impression by omitting important details or context (Grimes & Gorski, 2022, p. 4). These contiguous types 
of “problematic content” represent only a single dimension of “information disorder” not fully comprehending 
the use of rhetorical and affective devices (e.g., satire, irony and sarcasm) as well as content created with total 
disregard for the truth solely to affect the recipient (i.e. “bullshit” according to Deck, 2023; Pennycook et 
al., 2015; Sarajlic, 2019); (cf. DeJong & Souza, 2022; Grimes & Gorski, 2022; Rossini, 2023; Shcherbakova 
& Nikiforchuk, 2023).  

Of course, within the political dimension of “information disorder”, the superordinate phenomenon of 
propaganda cannot be overlooked. Building on the definitions of early 20th-century propaganda theorists like 
Edward Bernays (Bernays, 2005) and Harold Lasswell (Lasswell, 1971), propaganda can be viewed as 
“communication designed to manipulate a target population by affecting its beliefs, attitudes, or preferences 
in order to obtain behavior compliant with political [and other] goals of the propagandist” (Benkler et al., 
2018, p. 29). As such, propaganda can be seen as an overarching strategy that may incorporate 
misinformation, disinformation, and malinformation to influence public opinion and behavior. This definition 
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effectively captures the main characteristics of political and state propaganda inclusive of non-state dynamics 
as well as the commercial and social dimensions of propaganda (e.g., in the case of using commercial or social 
“bots” for commercial or social benefit) (cf. Benkler et al., 2018; Freelon & Wells, 2020; Guess & Lyons, 
2020; Lock & Ludolph, 2020).  

Political, commercial, and social dimensions are often intertwined, with each supporting or reinforcing 
the others. Examples include a group of Macedonian teenagers producing “fake news” for profit during the 
2016 U.S. Presidential election (Guess & Lyons, 2020) or the “Channel3Now” news resource sharing false 
information about the name of a 17-year-old charged for the Southport attack in the UK, which is suspected 
to be a commercial operation focused on disseminating viral news for profit (Quinn, 2024; Spring, 2024). 
Hence, “information (dis)order” actors may be politically, ideologically or commercially motivated depending 
on their aims and the type of operation carried out. 

The rise in digital authoritarian practices globally challenges the traditional definition of 
authoritarianism based on the type of state political organization or lack of free and fair elections. Conversely, 
a practice-oriented approach to authoritarianism allows for a more nuanced understanding of how these 
practices operate not only in neo-authoritarian regimes, but also in modern liberal democracies. Instead of 
focusing on regime types and where “information disorder” actors originate, this approach emphasizes 
authoritarian practices that are viewed as “patterns of action that sabotage accountability to people over whom 
a political actor exerts control, or their representatives, by means of secrecy, disinformation and disabling 
voice.” (Glasius, 2018, p. 517). This perspective dispels the assumption that authoritarian practices are 
exclusively confined to authoritarian states, and helps to address the global challenges digital authoritarianism 
poses while extending beyond traditional authoritarian and democratic frameworks.  

Finally, the distinction between state and non-state actors may be less useful in authoritarian contexts, 
where public state and private business operations are centralized,  intersect, and overlap, reflecting complex 
underlying mechanisms of authoritarian governance and authoritarian capitalism. Russia’s Internet Research 
Agency (IRA) is a prime example of this intersection. The IRA, while seemingly a private entity, operated 
with clear connections to the Kremlin, performing tasks that aligned with state interests and receiving funding 
and directives from state actors (DiResta et al., 2019). In other authoritarian contexts, such as China’s, 
private technology firms like Huawei and Tencent became actively involved in the Chinese government’s 
broader surveillance agenda, integrating their technologies and capabilities to support state objectives (Huang 
& Tsai, 2022). Under such circumstances, the nominal designation of these actors as “non-state” becomes 
problematic and needs to be re-examined. 
 

DOMAIN 1 – Identity, Dominance, and Diaspora 
 

Practices of population management through surveillance, media manipulation, and influencing public 
opinion are undertaken to achieve specific political results – to different degrees, these are features of any 
modern state, be it a democracy or autocracy (cf. Bernays, 2005; Ellul, 1965; S. Hutchings et al., 2024a; 
Lasswell, 1971; Lippmann, 1922). Many of these techniques were pioneered as early as the 19th and early 20th 
centuries by democracies who were at the forefront of this as the most advanced modern states at the time. 
Autocracies also adopted these practices (often importing them from democracies) to their own use. These 
practices took a different form in autocracies, as autocratic rulers have been unaccountable or far less 
accountable to their citizens and far more relied on cohesion and violence, rather than “engineering consent” 
(Lippmann, 1922), in order to stay in power.  

The fact that such practices are not exogenous, but rather endogenous to democratic countries as any 
other modern state tends to be overlooked by many current “Disinformation Studies” scholars is significantly 
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foregrounded in historical and political communication scholarship of the early-mid 20th century. Ellul 
(1965), for instance, points out that during World War I, it was the democratic states – specifically France, 
UK, and the U.S. – that pioneered large-scale propaganda efforts, combining mass media with advertising 
and psychological techniques. These efforts demonstrated the ability of democratic states, rather than 
authoritarian regimes, to employ propaganda tools not just for the war effort but also in the promotion of 
political agendas, laying the groundwork for modern propaganda practices. Over time, authoritarian states 
have adopted and intensified these methods, but the origin of modern propaganda lies within democratic 
systems. This revelation challenges the commonly held notion that propaganda is primarily a tool of 
authoritarian regimes, instead demonstrating that it is a feature of any modern state, which seeks to mobilize 
and control public opinion for political ends. 

Russia, for example, as one of the most prominent authoritarian actors propagating “information 
disorder” in many ways acted as a learner, rather than innovator, by historically adopting population 
surveillance from the European states, including emerging democracies (cf. Holquist, 2001). Russian media, 
especially state-affiliated entities like RT and Sputnik, have not just innovated but have also borrowed and 
adapted strategies already in use within Western media landscapes, mimicking the strategies of right-wing 
media ecosystems in the United States, such as those employed by outlets like Fox News and Breitbart. These 
techniques include crafting hyperpartisan narratives and leveraging digital platforms to amplify their 
messaging (cf. Hutchings et al., 2024a). The application of these techniques in authoritarian regimes and 
liberal democracies, however, differs. In Russia, for example, these techniques are centrally coordinated and 
embedded in a broader strategy of state propaganda, where the primary goal is to consolidate state power, 
control public opinion, and project influence internationally, especially by exploiting the weaknesses of liberal 
democracies. In contrast, when similar “information disorder” techniques are employed in democratic states, 
they tend to be less coordinated and more dispersed, reflecting the pluralistic nature of democratic media 
environments. To better understand these techniques, first we must examine the contemporary role 
individual identity and collective identity construction.  

The Contradictions of Identarian Isolation and Dominance  
 There is a growing sense among scholars that disordered information is not merely a communication 
tool, but is deeply embedded in the socio-political fabric and psychological predispositions of individuals and 
groups. What are the narratives which underpin disinformation efforts? If we do not understand this, we risk 
focusing on the symptom of the issue. The very term “disinformation” must be problematized to better 
understand how it differs from state propaganda but also to highlight what it means to call something 
disinformation in the context of a neoliberal yet democratic culture where advertising, public relations, 
electoral campaigning, political lobbying and the numerous industry services of ‘crisis management’ and ‘spin’ 
are adjacent, yet legal forms misrepresentation, deception and persuasion. What is the effect on public trust, 
when so much emphasis rests on disinformation but not on these other forms of deception? 
 
In this era of constant connection, communication overload, and the glut of often contradictory information, 
everyday citizens and news consumers alike rely on cognitive shortcuts – often in the form of habitualized 
media practices – to simply the world around them (Andrejevic, 2013; Burchell, 2024). Alarmist narratives 
about disinformation and indeed institutional trust and societal polarization are not wholly new – yet they are 
presented as unique and unprecedented contemporary situation often deterministically linked the latest cycle 
of innovation in the media.   These narratives undermine everyday individuals’ sense of agency in navigating 
the informational landscape – undermining the practices of digital resilience that news consumers have already 
developed.  As journalists and scholars, we need to consistently test these claims – challenging narratives that 
today’s social ills are unprecedented in their complexity and degree by asking compared to when historically, 
compared to where culturally and globally, and compared to which sort of constellation of political, economic 
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and technological factors.  By asking these questions, we also locate our own debate more precisely – where 
both disinformation and the digital technologies at the center of these narratives then represent a symptom 
or characteristic of neoliberal, populist, and authoritarian political economies – what occurs when these 
political economies intersect is at the heart of this report. 

When we talk about the normalization of disinformation, a number of additional moral and political 
dimensions demand our attention.  Where disinformation and other practices of and strategic interpretation 
are status quo political establishment buttressed by economies of persuasion and misrepresentation, then it is 
important to understand this as establishing epistemic hegemony where our critique must first ask whose 
perspective, whose positionality, whose recourse to economic security or political power is that 
normalization benefiting?  A critical theory lens highlights this as an ideological critique: numerous, 
historically marginalized groups and identities that have been subject to the hegemonic narratives of those in 
power – narratives that uphold the erasure of historic and on-going inequality, violence, repression, and 
colonialism. Yet this critique is today being employed by those groups that have traditionally been of a 
dominant class – as ethnonationalist majorities and men are taking on the mantle of being collectively 
aggrieved – “wronged” amid a more pluralistic society and empowered by populist rhetoric directed towards 
political movements that seek change towards equality and a more responsible tolerant collective public 
discourse (Chouliaraki, 2024; Reckwitz, 2020).  Individually, as citizens and media users, our own reasoning 
in relationship fact or fiction, truth or lie, is embedded within this hegemonic and historical landscape. The 
“common sense” of the contemporary Anglo-American neoliberal society allows use as individuals to perceive 
the informational landscape as a digital marketplace and as consumers of media products rather than as a 
citizen in moral-political community or public sphere, such that our selection, interpretation, and use of 
media is simply an economic right – albeit one that mutually constitutes our perspective on the world around 
us. 

Where disinformation strategically targets certain identity groups, whether as subjects of the 
disinformation or audiences of it, it is important to consider this as entangled with longer colonial histories.  
The focus on disinformation in the media can be understood as  reinforcing pre-existing power structure “by 
leveraging anti-Black racism, misogyny, and xenophobic sentiment to protect conservative interests.” (Reddi 
et al., 2023, p. 2202) Moreover, some authors critique the “racial amnesia” of disinformation studies and its 
technological determinism: by treating disinformation as a new, digital phenomenon, we obscure the “longer 
histories of racial power and hierarchies that manifest in our contemporary media and information 
environment.” (Mejia et al., 2018; Reddi et al., 2023) In other words, while the term post-truth is treated as 
a novel phenomenon precipitated by digital disinformation, “for many minorities this is nothing new and the 
Internet has just made alternative facts more evident to other groups.” (Gittens, 2017) Indeed, although the 
concept of post-truth has only recently come to prominence in political science, the empirical experience of 
the post-truth has long been in existence. Consider the definition of post-truth in the Oxford Dictionaries, 
“relating to or denoting circumstances in which objective facts are less influential in shaping public opinion 
than appeals to emotion and personal belief.” This definition can encompass realities that far preceded the 
advent of technologically facilitated information. And indeed for Mejia et al. (2018), the point is that 
“American racial politics has never been concerned with ‘the truth’” (Mejia et al., 2018).  

When we speak to the nature of news media itself, journalistic work that accounts for and engages 
interpretative gaps, pluralities of opinion, and locality of perspectives and identities suffers from both an elite-  
and event-orientation towards what qualifies as news–  the prominence of short-termism only concerned 
with “who”, “what” and “when” over the longer exploration of “how” and  
why” and “to what effect” –  a media bias entangled with the actions of powerful institutions and actors, often 
central to event itself and therein strategically readied with prepared denials, interpretations, accusations that 
form an alternative, or preferential narrative to sway the public (Burchell, 2020; Burchell & Fielding 2024; 
Stein, 2021).  Fact-checking suffers from similar narrow aperture for determining what qualifies as details of 
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event, identifying actors, and located the source of deceptions, all of which serves to once again focus our 
media landscape on the actions of powerful actors.  However, rather than these actors being held to account, 
they and the news media are maintained as the determining center of hegemonic narratives (Couldry, 2012).  
Indeed, there is a hubris to fact-checking that must be unpacked – the act of calling something disinformation 
can skew or misrepresent the phenomena under consideration by flattening it to the factual basis an action or 
event – a simplification only possibly through a loss of interpretive breadth and dearth of experiential depth, 
aspects that are so central to bridging disparate individual and collective experiences. 

Rather than focusing on the content of disinformation, the solution may not be a matter of regulating 
hate speech or algorithmic distribution, we made need to focus on what happens before the message– what’s 
been called pre-propaganda. As early as 1965, French philosopher and sociologist J. Ellul proposed thinking 
beyond the psychological predispositions which make individuals susceptible to propaganda – he argued that 
there were crucial sociological processes that occurred slowly, over time, which set the stage for propaganda 
and allowed these messages to work (Ellul, 1965). Writing in Harper’s Magazine in 2021, J. Bernstein argued 
that understanding this “pre-propaganda” continues to be crucial and that “the fix” has nothing to do with 
algorithms (Bernstein, 2021). Instead, we need to look at the history that shaped the specific type of person 
that responds to these types of problematic information. What is the historical, social, political, and cultural 
context in which the audiences for disinformation live? How has this shaped their psychological 
predispositions, or the social fabric in which they operate daily? Fixing algorithms may provide temporary 
relief, but if our issues and propensities are so deeply embedded, they are bound to continue causing issues 
down the line. 

In the last few years, some scholars and practitioners have expressed concern about the focus on 
digital literacy as a catch-all solution to digital harms. The overarching issue is not related to the practical 
complexities of implementing digital literacy, but rather argues that we are not doing the social-community 
work needed to combat disinformation; as a result, digital literacy is a “band-aid” solution, and that we risk 
over-emphasizing its positive effects. The real issue – and the reason for which disordered information is 
argued to work in the first place – is that social and political trust are in sharp decline. So, what social-
community work ought we be doing to improve the declining social and political trust?  

Social isolation is argued to play a key role in worsening polarization and socio-political trust. Social 
isolation is considered a public health issue, and a socio-political challenge, which is ironic when digital 
technologies have made us feel more connected than ever. dannah boyd argues that we have removed youth 
from public spheres and from inner-age dynamics (boyd, 2018).  With the advent of social media and 
increasingly isolated youth, we have removed youth from an environment where they can be part of a broader 
ecosystem. In this way, youth do not interact with others from dissimilar environments, thus trapping them 
in echo chambers and not exposing them to different perspectives. In her perspective, digital literacy can 
backfire because you cannot resolve fundamental epistemological differences through compromise, and that 
media literacy and critical thinking may be deployed in the classroom as an assertion of authority over 
epistemology. Teaching students to criticize media can lead them down conspiracy rabbit-holes. Instead, boyd 
argues that we need to teach students how interpretation is socially constructed. 

Sociologist have long engaged with the dangers of social isolation – in particular isolation amid and 
amongst others. In his landmark book Bowling Alone (2000), Putnam argued that Americans were experiencing 
unprecedented social isolation due to the television. As a result of increased screen-time, individuals were no 
longer engaging in activities of civic engagement and community participation, such as bowling leagues, 
churches, and civic groups (Putnam, 2000). Putnam recently published an updated study in which he argues 
that social isolation has continued to worsen. He argues that there is a “decline in the sense that we are all in 
this together, and that we have obligations to other people … to care for other people” (Garcia-Navarro, 
2024; Putnam, 2020). Putnam differentiates between bonding and bridging social capital; bonding social 
capital means bonding with others like yourself, while bridging social capital is bonding with others unlike 
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yourself. It is this latter form of bonding which we are lacking, and it is harder to build. In a society with low 
rates of bridging social capital, levels of trustworthiness are low. Joining clubs helps democracy because “it’s 
only by connecting with other people that we generalize from our experience. In the running club, you learn 
that you can trust other people, and learn in a way what you need to do to maintain that trust” (Garcia-
Navarro, 2024). The U.S. Surgeon General published a report in 2023 characterizing the “loneliness 
epidemic” as an urgent public health issue – partially due to the adverse social impacts of isolation, but also 
because social isolation causes adverse health effects, increasing the risk for premature death as much as 
smoking up to 15 cigarettes a day (Murthy, 2023) . 

But why is social isolation such an issue? What are the ramifications of spending increasing time alone? 
And how does it connect to the risks of disinformation? There are tangible negative social effects to the fact 
that we are spending a lot more time alone, and that we simply want to be with others more; a study from 
Colorado State University found that more than 40% of respondents wished they had more time to spend 
with their friends (Pennington et al., 2024). The fundamental issue is that interaction with others helps 
citizens develop empathy, problem-solving, and cooperation (Department for Digital, Culture, Media and 
Sport, 2018; Murthy, 2023). Decreased interaction with those unlike us also impacts our ability to engage in 
democratic dialogue with political opponents, because we are out of practice with in-person interaction. 
Expert facilitators from the NGO Convergence argue that “living life primarily online minimizes our ability 
to engage directly and deeply with others. It makes in-person dialogue feel more foreign and uncomfortable” 
(Fersh et al., 2024). Indeed, scholars agree that the nature of online dialogue is vastly different than the one 
observed in-person. Behind screens, we are less likely to be empathetic and understanding, and we are 
observing a deterioration of online discourse (Habib et al., 2022).  

The platforms are partly responsible for this decline in social cohesion, and for our increased inability 
to stomach the opposing perspectives of others, and to engage in civic dialogue. Platforms provide certain 
affordances – they reward certain behaviour. The built environment of social media platforms dissuades 
democratic dialogue and reasoned exchanges, instead incentivizing users to post extreme, provocative, 
binary, simplistic content (Forestal, 2022). 

Violent communities have always existed. But particularly important today is how hate becomes 
technologically facilitated. Communities such as incel groups are generally discovered through the web, and 
when the narratives underpinning these ideologies go mainstream, these ideologies are much easier to find. 
Regehr et al. argue that incel ideology used to occupy an isolated corner of the internet, but the ideology 
underpinning these ideas are now dispersed in mainstream channels, particularly via TikTok and YouTube. 
The authors argue that this “Incel 2.0” – the dispersion of this ideology into the mainstream – is a symptom 
of a much wider cultural phenomenon of popularizing technologically facilitated misogyny through 
mainstream social media platforms (Regehr et al., 2024). Scholars and educators have grown more concerned 
with the impact of incel content on young men’s mental health, suggesting that they warp perceptions of 
healthy relationships, and that these ideologies can provide paths to radicalization. A report by the U.K. 
Government’s Commission for Countering Extremism found that there is “an important mental health 
dimension to incel networks including depression and suicidal thoughts” (Whittaker et al., 2024). Another  
study demonstrated that joining the Manosphere (by making a post or submitting a comment) resulted in the 
increase of many radicalisation “warning signs” (Habib et al., 2022). 

Indeed, the platform affordances and users’ general inclinations to interact with provocative content 
causes violent and divisive ideologies to go mainstream, thus reaching a wider audience. In December 2024, 
the UK’s Senior National Coordinator for Counter-Terrorism pointed to the ways that radicalization is 
changing: “We’re seeing search histories which contain violence, misogyny, gore, extreme pornography, 
racism, fascination with mass violence, school massacres, incel and…terrorist material” concluding that “It is 
a pick and mix of horror, horrific content” (Dodd, 2024). Consider the rise of the Manosphere, the family of 
content also referred to as The Red Pill (TRP). TRP content was initially isolated to a corner of the internet, 
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and included various communities, including men’s rights activists (MRAs), pick-up artists (PUAs), “men 
going their own way” (MGTOW), and involuntary celibates (incels) (Wilson et al., 2024). TRP has emerged 
as a neoconservative ideology which adopts essentialist notions of gender, such as gendered narratives of 
biological inferiority or hard-wiring, or #tradwife (i.e., traditional wife) content about women submitting 
to male partners.  

What is striking is how these isolated individuals are nevertheless powerfully connected online. Some 
Manosphere subcommunities, such as incels, adopt and perform nihilistic perspectives and extremely violent 
views towards women with growing concern about how these ideologies are influencing men to commit acts 
of violence in the real world (Lewis, 2019). Incel communities were catapulted to front page news when two 
known members of incel communities committed mass murders. In 2014, Elliott Rodger uploaded a video 
to YouTube announcing his intention to punish women for their lack of interest in him, and proceeded to kill 
six people and injure fourteen others in a terror attack in Isla Vista, California (‘Elliot Rodger’, 2018). For 
years following the mass murder, Rodger was celebrated in incel forums, hailed as a martyr having died for 
the cause. In 2021, Alek Minassian posted on Facebook praising Rodger and stating that “The Incel Rebellion 
has already begun” (‘Alek Minassian: Toronto van Attack Suspect Praised “incel” Killer’, 2018). Minassian 
proceeded to kill ten people and injured 13 others by driving his van onto a busy Toronto sidewalk. Individuals 
like Rodger continued to be celebrated in online incel forums, with users calling him a “Supreme Gentleman”, 
a “legend”, and some users even dedicating poems to him (basedcrackaddict, 2024). 

The concern is that these communities are discovered through online research and through algorithms 
suggesting content. A study of the reddit forum “r/exredpill” confirmed this concern, demonstrating that 
TRP ideology is generally discovered by (1) friends suggesting content, (2) encountering online communities 
by chance, and (3) social media platforms suggesting content (Botto & Gottzén, 2024). Beyond incel ideology 
specifically, TRP ideologies began to gain more mainstream traction as the narratives regarding gender began 
to shift quickly in the last decade and ‘old-fashioned’ misogyny, these essentialist notions of gender, made a 
comeback. Often called “cultural commentators,” podcasters and vloggers in the Manosphere tend to publish 
short clips of longer-form interviews featuring abrasive hosts and defensive guests, aiming for “gotcha” 
moments which can be easily captioned for short clips with provocative titles. Podcasts such as Whatever 
(4.42M followers), Fresh&Fit (1.57M followers), and the Pearly Show (1.98M followers) follow this format and 
have amassed huge followings. 

The audience for Manosphere content skews younger, and Manosphere talking points and narratives 
have made their way into schools. Teachers have noticed a shift in the behaviour of male students, a resurgence 
of male supremacy and misogyny in the classroom which often translates to harassment of female students 
and staff. In an Australian study interviewing 30 female teachers, these teachers expressed having to engage 
in increasingly combative interactions with male students that directly challenge and undermine their gender 
(Wescott et al., 2024). As one teacher recalls, “If we read something that's by a woman, [boys say], ‘Why do 
we have to read this myth?’ Or if we read a poem that deals with the woman's experience, ‘Oh, it's not that 
bad. It's not that bad’” (Wescott et al., 2024, p. 177). Some Manosphere influencers, such as Andrew Tate, 
have had a disordinate impact on the narratives espoused by young boys – Tate is often directly quoted by 
students. A teacher in Melbourne recalls an interaction with a male student in which he told her: “Andrew 
Tate says women shouldn’t be able to drive because they get into more accidents than men.” (Wescott et al., 
2024, p. 173) The issue is that there is perverse intent, a hope for a reaction, and that these narratives translate 
into actual sexual harassment in schools. And while male students have always challenged the authority of 
female teachers, participants in the Australian study observed that these behaviours have worsened, 
“performed with a growing sense of brazen, remorseless entitlement” (Wescott et al., 2024, p. 173). 

Pedagogical responses have sought to address how to offer alternatives to the toxic representations 
of relationships and genders in social media, because the content is argued to be a gateway to radicalisation. 
The dominant view is that educators need to be imbued with knowledge of these online communities in order 



 12 

to offer more equitable alternatives to the dominant messages and values in the social media content (Stahl et 
al., 2023). The question is also how platforms can respond, and how “delayed platform administration and 
moderation decisions can harm the quality of online discourse and our ability to prevent radicalization” (Habib 
et al., 2022).  

Censorship and Self-Censorship among Diasporas 
Across more democratic, illiberal and authoritarian contexts, for decades elites have manipulated the 

truth for political and economic gain, but in the last decade elites have more openly engaged in “post-truth” 
tactics,  explicitly embracing “alternative facts” and twisting the rhetoric of “fake news” to undermine criticism 
and divergent points of view. It is in this informational milieu where ethnonationalism and chauvinism are on 
the rise, again with their intentions explicitly part of the messaging, serving to  stigmatize women and 
minorities with tangible effects. Consider The Trump Effect – a study found that “in the absence of prejudiced 
elite speech, prejudiced citizens constrain the expression of their prejudice. However, in the presence of 
prejudiced elite speech – particularly when it is tacitly condoned by other elites – the study finds that the 
prejudiced are emboldened to both express and act upon their prejudices.” (Newman et al., 2021) In other 
words, elite rhetoric can lead individuals to publicly admit to prejudice and/or act on prejudice. Norms, 
which are standards of social behaviour which are context-dependent, can work to limit prejudice. For 
instance, a norm of racial equality will work to limit the expression of prejudice. These norms have also 
affected the types of racial appeals used and deemed acceptable by political elites. As Mendelberg  documents, 
before the norm of racial equality was firmly rooted, candidates would use explicit racial appeals – often 

including ambiguous, deniable cues or so-called “dog whistles” –  in campaign communications to appeal to 
prejudiced voters (Mendelberg, 2017). However, once the norms of racial tolerance and equality became 
entrenched, “such explicit appeals became ineffective, as individuals would recognize the message as violating 
these norms” (Stryker et al., 2016). However, equality norms did not lead to the disappearance of prejudice; 
“rather, it simply went ‘underground’ and could be activated under certain conditions using particular types 
of appeals” (Newman et al., 2021, p. 1121). And entrepreneurial elites harness these undercurrents, using 
versions of information recent scholarship would deem “alternative facts” or disinformation. Problematically, 
these “post-truth” narratives (which often employ implicit or explicit racial rhetoric) are perceived as honest, 
“real talk”, in contrast with the perception of the “dishonest, lying politician” in the public imaginary. Indeed, 
in a study of over 400 Americans, 91% who espouse an authoritarian ideology responded positively to the 
statement: “Donald Trump is not prejudiced, he simply speaks the truth” (Choma & Hanoch, 2017). 

An initial, epistemological link between diasporas and disinformation emerges where theoretical 
concepts and the above trends are applied in good faith to make sense of the messy realities of lived 
experience.  Yet these concepts reflect situated – and therein temporary visions and imaginings – of thier 
own era. Almost inevitably these concepts misrepresent the actual dynamics of diverse communities and 
everyday practices on the ground.  In a context when the world is imagined as naturally being divided into 
nations, the reductive concepts of ‘nation’ and ‘diaspora’ can have major policy-related outcomes, with 
devastating consequences.  

This section of the report surveys a critical set of diaspora communities across a number of national 
contexts to better understand the role of disinformation in non-majoritarian communities that find themselves 
relational linked to distinct media cultures worldwide and, often, divergent media narratives which, in turn, 
underpin distinct worldviews. Roger Brubaker (2005, p. 5) outlines three main criteria for defining diaspora: 
dispersion — any kind of dispersion (traumatic or otherwise) either across or within state borders; homeland 
orientation — orientation to “a real or imagined homeland as an authoritative source of value, identity, and 
loyalty”; boundary maintenance — the preservation of a distinctive identity vis-à-vis the host society. This 
may be a conscious resistance to assimilation or an unintended consequence of social exclusion. There is some 
consensus on the inclusion of boundary maintenance – cultural practices that define the boundaries and 
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characteristics of what a community is and what it is not – as a fundamental criterion that enables discussion 
of a diaspora as a distinctive entity while not simply referring to all immigrant communities as “diasporas” of 
one sort or another (Armstrong, 1976; Cohen, 1996; Safran, 1991; Tölölyan, 1991 cf. Brubaker, 2005). As 
will be demonstrated in more detail below, in the Chechen, Crimean Tatar, and Palestinian cases each of 
Brubaker’s three criteria apply equally — there is a notable point (or points) of dispersion, and homeland 
orientation and boundary maintenance remain salient. In the Syrian case, the three criteria are present but 
homeland orientation and boundary maintenance are less prominent. For the Indian and Chinese diasporas, 
Brubaker’s three criteria also apply but to differing degrees, specifically in the case of homeland orientation 
and boundary maintenance which vary depending on, inter alia, generation and regional origin.  

Other scholars, however, such as Homi K. Bhabha (1994), James Clifford (1994), Paul Gilroy (2002) 
and Stuart Hall (1990) propound that diaspora cannot be reduced to an essence or purity, but rather the 
diaspora experience is heterogenous and should be thought of in terms of hybridity. Broadly speaking, 
hybridity forefronts the discursive limitations of binaries between colonizer and colonized by emphasizing 
that an individual comes to know themself in relation to the “Other” (Bhabha, 1994). Examining the concept 
of diaspora through the lens of hybridity accentuates the transnational nature of the former. Hybridity is 
particularly pertinent within the Chinese (and Indian?) diasporas, exemplified in the oft-cited term “Chinese 
Australians”. Hybridizing group identity by merging ethnic or national labels did not feature in discussion of 
any other case study.  

Demir (2022, p. 5) lauds the theorization of diaspora through hybridity for stressing the relationship 
between empire and diaspora. However, Demir states that in focusing on ‘becoming’, this approach, like the 
“ideal type”, has also “too narrowly confined diaspora theorizing to ontological concerns.” Instead, Demir 
conceives of diasporans as active agents and is thus engaged with what diasporas do, rather than what the 
diasporas are. For Demir, in the context of the Global North specifically, the insights of translation studies 
and research on migrancy, race, and culture illustrate how “diaspora as translation” and “diaspora as 
decolonization” can advance foreignization and decolonization in the host country. In discussing how diasporas 
can dislodge coloniality, Demir commends and expands the notion of “methodological nationalism.” Along a 
similar vein, Celia Haig-Brown (2012) proposes a decolonial reframing of diaspora studies discourse, noting 
that the central question of such studies should not only be about “where people of the diaspora come from, 
but where have they come to?” (p. 74, 2012). In other words, when looking at diaspora communities and 
their engagement with identity, host societies, media, and other key domains, it is pertinent to also consider 
whose traditional lands they have found themselves on (Haig-Brown, 2012). In effect, narratives and 
discourse around land ownership and indigeneity are central components of the diaspora identity and dictate 
how communities may position themselves within a host society, and vice-versa.  

According to Andreas Wimmer and Nina Glick Schiller (Wimmer & Glick Schiller, 2002, p. 301), 
“methodological nationalism is understood as the assumption that the nation/state/society is the natural social 
and political form of the modern world.” This manifests in diaspora studies by imagining dispersed populations 
as “an organic, integrated whole” overlooking how “nation-state building processes that impinge upon 
diasporic populations” (Wimmer & Glick Schiller, 2002, p. 324). Wimmer and Schiller extend their criticism 
to transnational studies, for, inter alia, overstating the internal homogeneity of transnational communities — 
particularly relevant in the Chinese diaspora as multiple generations from diverse regions who share limited 
commonality are nonetheless framed in homogenous terms simply as “Chinese”. Indeed, only with the 
triumph of the nation-state in the nineteenth century did collective identity become largely synonymous with 
the concept of nation, where prior collective identity was more likely to be considered in terms of other 
markets of difference, such as religious affiliation or patois (Tölölyan, 1991). The rhetorical force of “nation” 
thus becomes redundant when examining populations dispersed before the inception of the modern nation-
state and state-building (Vortevec, 1997).  
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           The censoring and at times silencing of diaspora voices across information ecosystems is closely linked 
to the issue of disinformation.  State censorship – particularly of newcomer and diaspora communities – is 
used by host societies as a means of countering disinformation campaigns from abroad by censoring content 
that is linked to authoritarian regimes and their proxies (Braga et al., 2024; Stray, 2019). Yet censorship 
remains analytically distinct from disinformation, despite being a tactic within broader disinformation 
campaigns and activities. Pinpointing what determines the views presented in various diaspora media outlets 
is difficult: Self-censorship among newcomers including media producers seems, at least in part, to be 
determined by the likelihood of the host country supporting or negating particular narratives. In the case of 
the Crimean diaspora of the 1970s,  we find the Crimean Tatar newspaper Lenin Bayragi was published in 
Uzbekistan and thus, “affiliated with the Uzbek state and censorship so did not openly support the [local 
oppositional] National Movement” while also being anti-capitalist and anti-West (Kahraman, 2014, p. 150). 
Whereas the rhetoric and references in other Crimean Tatar news outlets Emel and Dergi, operating in Turkey 
and the West, positioned themselves as anti-Soviet and anti-Russian and anti-communist.  

Presently, censorship plays a determining role in the information landscape for Russian-speaking 
communities in Estonia and Latvia, particularly due to EU-wide bans on Russian state media. These bans, 
implemented in response to concerns over disinformation and propaganda, have left a vacuum in the media 
consumption of these communities, who traditionally relied on Russian sources for news but also as a matter 
of access to their known and intimate cultural milieu. The absence of these outlets has not been adequately 
filled by localized media that can effectively address the linguistic and cultural needs of Russian speakers in 
their host countries. As a result, many in these communities feel disconnected from mainstream narratives – 
a disenfranchisement and estrangement at the heart of cultural and informational silos. The lack of 
comprehensive Russian-language media that reflects local realities further alienates these groups and could 
exacerbate existing social divides in a context where wider state efforts to promote integration through media 
have fallen short. This situation highlights the challenge of balancing censorship with the need for inclusive, 
diverse media that caters to all linguistic groups within the EU.  
               Compared to Syrian diasporic media outlets in Turkey, two forms of self-censorship have been 
observed in parallel to the 13 yearlong Syrian Civil War coming to a conclusion at the time of writing: (1) 
limiting the focus of their content and its target audiences to Syrians within Syria and avoiding any 
commentary on Turkish affairs while (2) censoring content overtly critical of Turkish policies relating to the 
Syrian crisis and their direct involvement in the conflict (Badran, 2020, p. 79). Syrian oppositional media 
have refrained from commenting on the tensions in Turkey’s socio-political climate in the preceding years. 
Badran nonetheless concludes that “media actors felt they had broad autonomy over the content they were 
producing in Syria" (2020, p. 80). Drawing on interviews with Syrian advocates for transitional justice, 
however, Tenove (2019) determined that there is an increase in authoritarian regimes using digital 
communication technologies to counter the narratives set forth by critics of the regime abroad and to impede 
safe expression of anti-regime views. How different state and non-state actors restrict the production of 
diaspora political discourse without overtly breaching their civil liberties would be valuable for understanding 
covert forms of media control as a form of censorship. 
  Turning to Australia, one examination of how the PRC sought to influence the political participation 
of Chinese Australians through media content asserts that most diaspora media coverage in Australia shows 
subtle political alignment with the interest of Beijing and sometimes contributes to PRC talking points 
(Christensen, 2021). The PCR is known to exert soft power in the diaspora through narratives around the 
sovereignty of the South China Sea, Taiwan, Tibet, and Xinjiang as seen by analyzing samples from Twitter, 
other media archive data, and the United Nations migrants data (Padua & Liu, 2019). Regarding social media 
censorship, Sun (2019, p. 26) portends that while “WeChat is subject to censorship in China, it operates 
more or less outside Australia's regulatory framework”. In a similar investigation, Yu & Li (2022, p. 104) 
report that although WeChat has expressed a willingness to engage with Australian authorities, they are 

https://www.zotero.org/google-docs/?GubBiO
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nonetheless guilty of transgressions regarding “platform oversight of misinformation or content censorship”. 
For many diaspora communities, in particular those who faced an on-going or generational traumatic 

dispersal, transitional justice is central pillar of their media engagement and collective identity, a process of 
seeking accountability and responsibility for past systematic violations of human rights. Mechanisms for 
achieving justice can include fact-finding commissions, trials, repatriations, and institutional reform (Atallah 
& Masud, 2021). The commencement of these processes usually coincide with transitions from authoritarian 
to liberal society, though may not occur at all.  Despite some consensus, debates persist in the existing 
literature on a unifying definition (Mendes, 2023; Skaar et al., 2016). More broadly, and with a diminished 
priority of achieving accountability, transitional justice can be defined as involving: 

Anything that a society devises to deal with a legacy of conflict and/or widespread 
human rights violations, from changes in criminal codes to those in high school 
textbooks, from the creation of memorials, museums, and days of mourning to police 
and court reform, to tackling the distributional inequality that underlie conflict (Roht-
Arriaza, 2006, p. 2). 

Diaspora mobilization is increasingly significant for transitional justice movements given that diasporans are, 
“non-state actors with increased agency in homelands, host-lands, and other global locations” (Koinova & 

Karabegović , 2019, p. 1809). The myth of return can become an idealized manifestation of transitional 
justice, though a desire to return does not constitute part of all transitional justice narratives. Previously 
dispersed populations which have returned to their territorial homelands may also seek transitional justice 
and encounter different obstacles to those still resident in host countries. Understanding how subnational, 
transnational, and diasporic engagement interacts with transitional justice and the myth of return is pivotal 
for moving beyond/countering disinformation and creating collaborative transnational solutions to myriad 
geopolitical crises. 

Disinformation targeting diasporas 
Since the 2022 Russian escalated invasion of Ukraine, disinformation scholars have increasingly 

focused on the role that Kremlin-linked media actors and disinformers work to target Russian-speaking 
diaspora and mobilize them to work against their respective host governments, particularly in the Baltics. In 
Estonia and Latvia, Russian disinformation targeting diasporas often emphasizes the strategic use of media to 
maintain influence in these post-Soviet states. Kremlin-backed media outlets exploit cultural and linguistic 
ties to spread narratives that undermine trust in local governments and Western institutions (Piret Ehin 2016; 
Epp Lauk 2019). Russian-language media in these countries fosters a sense of alienation among Russian-
speaking minorities, fueling separatist sentiments (Andis Kudors 2018). Disinformation campaigns are 

tailored to resonate with historical grievances and socio-economic disparities (Janis Bē rmziš 2022). These 
efforts are part of a broader Russian strategy to assert soft power and destabilize NATO’s eastern flank 
(Kristina Kallas 2016). Such realities underscore the challenges these nations face in countering disinformation 
while protecting minority rights and maintaining social cohesion. At the same time, there is scholarly 

disagreement around the impact of disinformation on these audiences: Mangirdas Morkū nas (2023) and 
Coolican (2022) note that Russian disinformation targeting Russian-speaking audiences is not particularly 
effective in impacting public opinion in the Baltics, and there is little evidence to suggest that there is a strong 
security risk. Other literature on this topic focuses on building resilience to Russian disinformation and how 
strategic communications and media literacy can help serve as an antidote to disinformation (Robbins, 2020; 
Teperik, 2022).  

In relation to Chechnya within the Russian Federation, with a militarized succession movement, 
terrorism, and a current political proximity to the Kremlin   –  two areas of disinformation are of particular 
importance — the representation of North Caucasian migrants in mainstream Russian media as criminals 
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element, and the “memory war” between pro-independence and pro-Russia groups in Chechnya, neither of 
which directly pertain to the diaspora communities created by the 1944 Soviet deportations. Following 
protests around Putin’s re-election in 2012, official discourses around Russian nationhood shifted, and new 
regime imperatives emerged. Television reporting began to reflect this change which manifested as “the social 
contract between the political leadership and society” becoming “based primarily on the issue of security - the 
government's ability to successfully defend Russia from its multiple (perceived) enemies” both internally and 
externally (Tolz, 2017, p. 743). Narratives about security threats require identification with the national 
group to justify interventions in public life (Tolz, 2017). Before 2011, Channel 1 and Rossiia, the most 
popular and trusted television stations in Russia, framed migration as necessary for Russia’s economic well-
being which limited discussion of any social issues arising from migration (Tolz, 2017). From 2012 onwards, 
this changed drastically as a growing sentiment of xenophobia found in opinion polls was mobilized to frame 
the protests as anti-migrant. Subsequently giving the impression that protests had been anti-migrant and that 
anti-migrant media campaigns were part of the government’s diligence to citizens’ security concerns (Tolz, 
2017). “The Muslim migrant” — referring primarily to migrants from the North Caucasus and Central Asia 
became the target of the campaigns. The manipulation of public sentiment and stereotyping of national groups 
are typical characteristics of disinformation campaigns which seek to “dismiss/deny, distort, distract, and 
dismay” (Ring, 2015). 
 Similarly, since the Second Chechen War (1999-2009), the pro-Russia Chechen government has 
been engaged in a “memory war” with pro-independence actors which has occurred mainly within the media 
sphere. For Iliyasov (2024), the memory war being fought through conventional and social media constitutes 
a continuation of the armed conflict of the First and Second Chechen Wars (Iliyasov, 2024). Moreover, the 
memory war in Chechnya potentially strengthens narratives that pro-independence/separatist actors pose a 
security threat to Russia – additionally framing Russia as Western ally in the so-called global war on terror. 
Crimean Tatars are framed less dialectically than Chechens in media coverage, potentially a result of less 
conspicuous independence sentiments. Nevertheless, Ukrainian media content between 2010 and 2012 
indicates that Crimean Tatars were framed as “the source of various problems” and how “discursive strategies 
aimed at portraying minorities as a problem is a way to rationalize and justify the discrimination against them, 
to categorize the experience of social interaction with these groups in the simplified and stereotyped way” 
(Bezverkha, 2015, p. 109). Thus, even decades after mass return to the homeland, both Chechens and 
Crimean Tatars continue to encounter ethno-national-based marginalization by federal state-media.  

Comparing this to the Palestinian context, disinformation narratives centre around the colonial 
framing of either settlement or occupation as opposed to representations of the diasporas (Lakhani & Khan, 
2023; Stein, 2021). The proliferation of social media and the active engagement of users have played a central 
role in shaping opinions about the contemporary conflicts as narratives are constructed once again through 
the lens of historical memory and identity (Maharani, 2024). Studies on disinformation in Israel/Palestine 
include analysis of the perceived origins of fake news (Masharqa, 2020), a Zionist Disinformation Campaign 
in Syria and Lebanon during the Palestinian Revolt, 1936–1939 (Muhareb, 2013) and content analysis of 

more recent fake news stories (Stă nescu, 2023).  

Turning to the Syrian diaspora, two themes emerge. First, the systemic disinformation campaigns 
launched by the Assad regime in relation to the now simmering Civil War (Eddin, 2013; Levinger, 2018; 
Tumber & Waisbord, 2021) see Russian-backed propagandists circulating stories on how the White Helmets 
volunteer rescue organization is associated with terrorism (Levinger, 2018) and, in relation to the Syrian 
diaspora, how Syrian pro-democracy activists and diasporic political entrepreneurs utilize webinars to counter 
mis/disinformation on the war in Syria (Wessels, 2023). Second, coverage of the Syrian diaspora in across 
Turkish media and social media has changed over the 13 years since the onset of the civil war and remains in 
flux. For example, a study of 1,000 articles from state-controlled media between June to September 2015 
revealed that Syrians were predominantly portrayed as victims in need of assistance to survive, though the 
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study also noted that occasional references to Syrians as criminals were present (Sunata & Yıldız, 2018). In 
contrast, a more recent study conducted between March and August 2020 demonstrates a drastic shift 
towards ignoring the plight of Syrians (Yücel, 2021). During the Covid-19 pandemic, Syrians were 
“symbolically annihilated” which may have resulted in healthcare disparities among communities 
systematically underserved by the Assad government (Yücel , 2021, p.8). Thus, minority and diaspora 
communities are more vulnerable to media representations which may directly influence, inter alia, their 
access to government services. In contrast, anti-Chinese sentiment dominated framing of Chinese diaspora 
during the Covid-19 pandemic in Australia and elsewhere furthering pre-existing racial discrimination (Lim 
& MacDonald, 2022; Tan & Tao, 2024; Xia et al., 2024). 

As an additional point of comparative contrast, we end this section by noting the dearth of 
disinformation analysis in relation to the Indian diaspora – currently facing a wave of targeted transnational 
repression that comparable in nature to transnational security mission among Chinese diaspora. In Australia, 
some recent literature has argued that policies enacted by the Indian government, alongside the development 
and proliferation of social media and other forms of communication, have changed how Indian diasporic 
communities identified with their host nations and their homeland, including in the case of Australia’s Indian 
community (Voigt-Graf, 2005). Building on this, Mamalipurath (2023) conducted a mapping of the key issues 
and needs related to information among these communities, finding that there are mis- and disinformation 
campaigns leading to communal polarization and that Australian politicians are becoming enmeshed and 
amplifying certain narratives about Indian communities. The report also found that current Australian 
government efforts to counter mis- and disinformation among the Indian diaspora fall short because they do 
not cater to the culturally and linguistically diverse diaspora. Hindutva related disinformation – which is tied 
to a Hindu-centric, right-wing ethno-nationalist political ideology – is of particular concern as it is on the rise 
in Australia, but local Australian media is said to be giving excessive attention to Hinduvta narratives that 
“oversimplify and ignore” the diverse political perspectives of wider Indian communities (Mamalipurath, 
2023; Thapliyal et. al, 2023).  

Emerging digital authoritarian practice heavily relies on the use of digital technologies by modern 
states and complex webs of associated actors to surveil, control, and manipulate target audiences, both 
domestically and internationally (Feldstein, 2019; Roberts, 2018).  Techniques such as internet shutdowns, 
content filtering, and the use of state-controlled media help authoritarian regimes to control the flow of 
information and suppress dissenting voices (Deibert et al., 2010; King et al., 2013). Modern states – with 
authoritarian regimes, perhaps, being the most illustrative examples – collect vast amounts of data on their 
citizens to monitor and pre-empt any dissent (cf. Greitens, 2016) but this extends beyond their borders due 
to the transnational nature of the technological infrastructure and global communications. Sophisticated 
technologies like facial recognition, internet monitoring, and social media surveillance are involved (cf. 
Cohen, 2020; Lyon, 2018; Xu, 2021) but also a sophisticated legal infrastructure to curtail and manage dissent 
with a sheen responsible political consistency. Diasporic audiences, however, often reside beyond the 
systemic edges of national jurisdictions, where numerous media, state, and non-state actors are still vying for 
their attention, especially in times of heightened geopolitical tensions involving their home countries. While 
bottom-up diasporic digital storytelling combines circulating news media narratives and social media 
platforms, forms of censorship and self-censorship from within diaspora groups allow state-led narratives to 
be produced about, rather than by, the geopolitically sensitives diaspora communities. 
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DOMAIN 2 – Lawfare 
 

While we have found self-censorship as a characteristic of diasporas relationship to disinformation, 
these practices are arguably extension of some home-country censorship regimes – both in legislation and in 
practice. As a representative “ideal” case (for lack of a better term) of democratic backsliding and authoritarian 
regime capture, we have conducted audit of legislation enacted within the Russian Federation over the past 

15 years spanning Internet control, restrictive registration of press and civil society, suppression of freedom 
of expression and freedom of assembly.5   

These repressive frameworks reveal the founding traumas that have come to define new diasporas 
including an emerging Russian LGBTQIA+ diaspora finding ways to emigrate and connect abroad as well as 
the waves of young adults abruptly resettling outside of the Russian Federation at the onset of the 2022 full 
invasion of Ukraine and subsequent widening of mobilization efforts. At that time, censorship laws were 
radically expanded including the proliferation of defamation laws, the inclusion of prison time as punishment, 
and new laws focused on “discrediting and spreading false information” about the Russian military. Earlier 
blasphemy laws and the so-called “Anti-LGBT Propaganda” laws already limited discussion, expression or 
representation of LGBTQIA+ experiences in the media and online. Amendments were made to articles of 
the criminal code relating to “National Security” introducing and expanding definitions of separatism, high 
treason, extremism, and terrorism – labels currently being used to describe opposition political movements 
and LGBTQIA+ communities, in addition to discussions of decolonization relating to sovereignty of ethnic 
communities or separatist movements within the Russian Federation.  Laws against NGOs, news outlets as 
well as individual and public associations have expanded to include the “Foreign Agents”  and “Undesirable 
Organizations” laws, thereby tightening legal and economic control of independent media, advocacy groups, 
and researchers alike. Laws against the right to peaceful assembly have been accompanied by those policing 
historical memory and “propaganda” in public education.  Control over the internet has incrementally been 
consolidated through laws permitting the blacklisting of sites, extrajudicial blockings, mandatory 
“localization” of storage for user data on Russian Federation soil, intermediary liability in the network of 
platform dependencies that make up the digital economy,  the “sovereignization”  of the Internet as law, 
mandatory identification of users and bans on VPN services to skirt these restrictions, and laws focused on 
criminalizing the spreading of “fake news” – an arbitrary and weaponized vehicle for denouncing any criticism.  

In these ways, the current Russian regime offers not only a template for illiberal democracies within 
the EU but actively supports the export of the associated security and surveillance techniques upon which the  
application and prosecution of these laws depends. This is lawfare – the redefinition of the political landscape 
and the body politic itself through repressive legislation.  

Domestic Legislation and the Dispossession of Rights 
Once again, the disinformation landscape reveals itself in terms of censorship:  rather than the self-

censorship of diasporic media, we see the development of legal techniques to contour the political landscape 
in such a way as to preclude freedom of expression and political participation – all but ensuring the dominance 
of strategic state narratives. International organizations that monitor oppressive legislation in different 

countries have been sounding the alarm since early years of modern Russia (Список репрессивных 

законов, 2021). However, in the absence of any meaningful tools to turn the tides from the outside and due 

 
5 Texts of all Federal laws (FZ) and Federal Constitutional Laws (FKZ) can be found in the online database 
ConsultantPlus : https://www.consultant.ru/ by typing the year and the number of the law and adding “ФЗ” (for 
FZ) or “ФКЗ” (for FKZ) in the search line. 

https://www.consultant.ru/
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to the lack of accountability mechanisms of authorities inside the Russian Federation, the state has succeeded 
in solidifying the legal framework freezing all springs of free speech in the country. NGOs, international 
organizations and independent media outlets then fill that vacuum where the citizenry would normally voice 
their dissent,  delivering increasingly condemning reports with increasingly depressive titles on the updates 
in the Russian legislation and its (mis)application (Alina Danilina, 2023; FIDH, 2018, 2023; From War to Prison, 
2024; Russia: Freedom, 2024; New Heights of Repression, 2024; Repressive Laws, 2024).   

A prominent feature of censorship legislation in Russia is its all-encompassing character – targeting 
actors, discursive themes, public and online spaces as well as legal frameworks all at once – just one of the 
reasons that the Russian State Duma is known as “the rabid printer” of laws. This assault on freedom of 
expression extends across various sectors, affecting legal entities and private individuals alike, including 
NGOs, media organizations, social media platforms, and journalists. The legislation also imposes restrictions 
on speech regardless of its source, inclusive of current events such as the Russian war in Ukraine, historical 
narratives in education, and the personal lives of citizenry such as in the case of the LGBTQI+ community 
and women’s and girl’s rights against domestic abuse. Authorities are systematically eliminating all potential 
avenues for expression, targeting street rallies, educational institutions, online spaces, etc. They employ both 
existing and newly created laws, swiftly adapting them to serve their specific control objectives. In August 
2024 alone, the Duma made 151 amendments were made to these laws, further restricting freedom of 
expression and public assembly in parallel to the Kremlin’s high “historic” profile prisoner swap with the 
United States and Germany. 

 The broad and evolving scope of censorship in Russia ensures total control over public discourse, 
effectively closing off any potential loopholes for freedom of speech. Five pillars of this lawfare are 1) harsh 
penalties 2) the ambiguity and quasi-legal nature of legislative acts 3) triggers of legislative adjustments 4) 
pretexts for additional laws and 5) the cross-fertilization of politicized legal techniques across both 
democratic, illiberal, and authoritarian legal regimes.  

 Journalists often face specific targeting under these laws. The oldest example, the U.S. Foreign Agents 
Registration Act (FARA), was enacted in 1938 to counter Nazi propaganda. It regained relevance during the 
Trump administration, particularly with the Mueller investigation and actions against Russian state 
broadcaster RT. Unlike the Russian law, FARA imposes bureaucratic requirements without curbing speech 
and is subject to judicial scrutiny. Other countries have enacted similar laws since Russia’s law passed in 2012. 
For instance, China, Uganda, Australia, and Hungary have introduced laws targeting foreign-funded groups. 
In 2017, Hungary’s law faced criticism for violating EU laws. This year, Georgia attempted to pass a similar 
law but withdrew it following protests. Foreign-agent laws are also emerging in Kyrgyzstan and Republika 
Srpska, with proponents citing FARA as a model (Allsop, 2023). The EU considered introducing its own 
foreign-agent-type law, sparking concerns among civil-society groups about potential negative consequences 
and undermining democratic values. Kazakhstan recently established a list akin to Russia’s foreign agent 
registry, including many media-related entities. Human Rights Watch expressed concerns that this could lead 
to further restrictions and the arrest of journalists, as seen in Russia. The increasing use of foreign agent laws 
highlights a broader trend of suppressing dissent and tightening control over civil society in various countries  
(Krupsky, 2023). 

 Notably, the legislation of Russia, Belarus, and Central Asian states is distinctive from other sub-regional 
groups in that these countries classify ‘extremism’ as a criminal offense, while the Criminal Codes of Ukraine, 
Georgia, Estonia, and Armenia only contain provisions regarding ‘terrorism’ (Soladov, 2020, p. 136). 
Freedom House noted similar patterns in the excessive use of anti-extremism legislation in Russia, Belarus, 
Kazakhstan, Kyrgyzstan, and Uzbekistan. A significant shift occurred in 2013-2014, following Ukraine's 
Revolution of Dignity. Various studies highlighted the simultaneous replication of restrictive public gathering 
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laws in Russia and Central Asian republics after the Ukrainian protests. Another research showed that 
authoritarian leaders responded to these opposition events by enacting stricter anti-extremism laws to prevent 
separatism in ethnic minority regions and maintain their grip on power (Soladov, 2020, p. 125). 

The severe punishment for many of the “offenses” listed above is intended to serve as a deterrent to 
everyday citizens, activists, journalists, and advocates with what was once Russian civil society – including 
those in exile who reside in, travel in, or remain in communication with others throughout the Russian 
Federation and, ostensibly, within six members states Collective Security Treaty Organization (CSTO) which 
also includes Armenia, Belarus, Kazakhstan, Kyrgyzstan and Tajikistan.  As a result, the penalties for certain 
crimes, such as organizing assembly that can be deemed “mass riots”, are now harsher than they were during 
the USSR period, with the maximum prison sentence increased from 10 to 15 years. Many of these non-
violent “crimes,” such as discrediting the Russian military, carry consequences that are on par with those for 
committing murder, rape, terrorist attacks, human trafficking, slavery, and even genocide. In cases where 
the judgement does not (solely) result in imprisonment, offenders may face prohibitive multi-million-ruble 
fines and severe restrictions on their professional activities. These measures effectively cripple the individual 
or organization, often forcing them to shut down operations or end their careers altogether. The combination 
of draconian penalties and the broad categorization of offenses as serious crimes reflects a strategy aimed at 
stifling dissent and maintaining strict control over society. 

Comparatively, the Foreign Agents Law in Russia or, as some of have argued, the implementation of 
the International Holocaust Remembrance Alliance's Working Definition of Antisemitism (IHRA WDA) in 
Germany and other countries, exhibit only a quasi-legal character (Krupsky, 2023). They often lack the 
necessary clarity and specificity required by legal standards, resulting in ambiguous and broad interpretations. 
The lack of clear definitions allows authorities to target individuals or organizations based on political or social 
objectives, rather than objective legal standards. This ambiguity creates a potential for abuse, enabling the 
suppression of dissent and stifling of public discourse. Consequently, the uncertainty and risk of arbitrary 
application can deter free speech and civic engagement and encourage self-censorship. 

By analyzing significant events and the subsequent adoption of restrictive policies, one can identify 
three types of incidents that typically trigger or precede such legislation: mass protests or revolutions (as seen 
in Russia, Hong Kong, Belarus and the Middle East), interference by foreign states in domestic affairs (notably 
in the EU and the UK), and crises such as the COVID-19 pandemic (which prompted the introduction of 
laws targeting fake news, for instance). These patterns suggest that restrictive policies are often implemented 
in response to perceived threats or disruptions, reflecting a tendency to use legal measures to control and 
mitigate challenges to authority or stability.  

Censorship laws are frequently introduced under the pretexts of national security, upholding 
sovereignty, and protecting citizens from disinformation and hate speech. National security is often cited to 
justify restrictions on speech and information deemed threatening to the nation's stability or safety. Similarly, 
the argument about the importance of upholding sovereignty is used to limit external influences and criticisms 
that are perceived as challenges to a country's independence and self-determination. Protecting citizens from 
disinformation, particularly in the digital age, is another common rationale, with governments claiming that 
such laws are necessary to prevent the spread of false or misleading information that could incite unrest or 
erode public trust. While these justifications are framed as protective measures, they can also serve to control 
public discourse and suppress dissent. This leads to reduced transparency and a diminished space for open 
debate, ultimately constraining the flow of information and affecting the freedom of expression in society. 

Most alarming and parallelling the export of digital disinformation techniques, data reveals trends in 
the international export of legal frameworks among countries that are political corollaries and/or 
geographically proximate. In this manner, we parallels can be drawn between the adoption of the IHRA 
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Working Definition of Antisemitism (WDA) in the US, Canada, the UK, and the EU to and the legislation 
tightening Internet control in Russia and other Former Soviet Republics (FSR), exemplifies this pattern of 
legislative design as templates for adoption and export. Simultaneously, there are common developments 
across various regions, such as fake news legislation and third-party liability bills: the NetzDG law, which 
originated in Germany, has been adopted in multiple countries worldwide, particularly in those with 
authoritarian regimes.  

The German Networks Enforcement Act (NetzDG, 2017) imposed intermediary liability on social 
media networks with more than two million registered users. These platforms must remove illegal content, 
including "hate speech" and "defamation of religions," flagged by users. Any content deemed "manifestly 
unlawful" must be taken down within 24 hours. Failure to remove illegal content is punishable by fines of up 
to 50 million euros. The categories of illegal content violate international human rights standards (Mchangana 
& Alkiviadou, 2020, p. 4). Amendments adopted in 2021 require social media platforms to report certain 
types of "criminal content," along with the IP addresses, last logins, user passwords, and port numbers of the 
user who shared such content, directly to the Federal Criminal Policy Office (BKA). This provision has been 
legally challenged by major platforms (Holznagel, 2023, p. 111). Though intended to ensure legitimate 
regulation, it has become a model for more restrictive measures in authoritarian regimes. Since the adoption 
of the act, at least 24 countries have passed similar bills, often referring to the NetzDG as a model, only 4 of 
them are designated as “free” by the Freedom house (Mchangana & Alkiviadou, 2020, p. 2). Ironically, the 
German government repealed the NetzDG in 2024 (Holznagel, 2023, p. 108).  

A report published by UNESCO in 2022 shows that 80% of countries still criminalize defamation 
(UNESCO, 2023). The report highlights that since 2016, 57 laws and regulations in 44 countries have been 
adopted or amended with vague language and disproportionate punishments, jeopardizing online freedom of 
expression and media freedom. In Western Europe and North America, 20 out of 25 states still have criminal 
defamation laws. Between 2003 and 2018, five countries abolished criminal defamation and insult laws, while 
one partially repealed them. These laws result in disproportionate damages and have a chilling effect on 
freedom of expression and journalism. Of additional analytical importance is the endorsement and 
implementation of the International Holocaust Remembrance Alliance's "Working Definition of 
Antisemitism" (IHRA WDA) which conflates antizionism and antisemitism in the EU, its Member States, the 
UK, Canada and the US, has led to significant restrictions on freedom of expression and assembly (ELSC, 
2023, p. 5). Despite being declared "non-legally binding" in the EU, the IHRA WDA is treated as law, and 
is often used by pro-Israel advocates to silence dissent, disproportionately targeting Palestinians and Jewish 
advocates for Palestinian rights leading to job loss and reputational damage. In Germany, the IHRA WDA has 
been used to pass resolutions and laws against the BDS movement and far-right extremism, risking the 
misinterpretation of legitimate criticism of Israel as antisemitism. Recent legislative proposals to criminalize 
denial of Israel's right to exist and amend immigration laws further risk chilling free speech and arbitrary 
interpretation of antisemitism (ECF, 2024, pp. 14-16). In contrast and for the sake of comparison, blasphemy 
laws were found in 71 countries from all regions of the world. Regionally, 22.5% of the laws found are from 
Europe. 62% of these laws deviate from many of the international and human rights law principles examined. 
The data indicate that the majority of laws do not fully respect international standards of freedom of opinion 
and expression (Fiss & Kestenbaum, 2017, p. 3). 

It becomes evident that authoritarian countries and democracies alike use similar legal frameworks 
to address issues like hate speech and misinformation, but the outcomes can diverge significantly. Instead of 
trying to avoid ambiguity and vagueness in the legal texts, some governments exploit these flaws to bolster 
their control over public discourse. Consequently, laws intended to safeguard freedom of expression among 
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liberal democracies can act as a double-edged sword, simultaneously enhancing free speech domestically while 
stifling free speech globally.  

The Market and Infrastructure of Digital Lawfare  
In conjunction with these legislative feats of lawfare, the control of digital informational landscapes 

sees surveillance and data collection as critical instruments for modern nation-states (Huang & Tsai, 2022), 
even more so for authoritarian regimes, whose reliance on information control makes these regimes 
particularly vulnerable, especially during crises (Mansted, 2020). Ensuring political compliance and 
identifying dissent within the population becomes vital in order to pre-empt potential threats to their rule 
before they manifest into larger challenges (cf. Huang & Tsai, 2022; Weber, 2019; Xu, 2021). This approach 
is most evident in the practices of countries like China and Russia, where sophisticated technologies such as 
facial recognition, internet monitoring, and social media surveillance are deployed to suppress opposition and 
maintain autocratic governance.  

China relies extensively on censorship and strategic information dissemination, underpinned by 
comprehensive surveillance systems such as the Great Firewall, which blocks access to major Western 
platforms like Google and Facebook (Weber 2019). In contrast, Russia employs pervasive surveillance, self-
censorship, and strategic information dissemination to maintain domestic stability, but its censorship 
mechanisms are less sophisticated and more prone to over-blocking than China’s.  

In Turkey, the government under Recep Tayyip Erdoğ an, has developed a sophisticated system of 

internet control. Drawing on the University of Toronto Citizen Lab’s categorization of internet controls 
(Deibert 2015), Topak et al. (2022) argue that Turkey’s digital surveillance system includes first-generation 
measures like website blocking, second-generation practices involving surveillance of citizens’ online 
activities without judicial oversight, and third-generation tactics such as the use of state-sponsored trolls 
(“AkTrolls”) and advanced spyware. Legal frameworks, including post-2016 attempted coup decree laws, 
have further enhanced the state’s ability to monitor and censor digital content, with social media platforms 
being compelled to store user data locally and comply with content removal requests. This is exemplified by 
the August 2024 nine-day ban of Instagram by the Turkish state, following allegations that the platform 
censored posts related to the Palestinian militant group Hamas. The ban was lifted after Instagram agreed to 
comply with Turkish authorities (‘Turkey Blocks Instagram amid “Censorship” Row’, 2024; ‘Turkey Restores 
Access to Instagram after 9-Day Block’, 2024). The Turkish state’s use of Deep Packet Inspection (DPI) 
technology and spyware like FinFisher, coupled with coordinated disinformation campaigns, mirrors the 
techniques employed by authoritarian regimes such as Russia and China (Topak et al., 2022). The alignment 
with these global powers underscores Turkey's integration into a broader network of digital authoritarianism, 
where propaganda and control are exercised through both technological means and legal mandates. 

Venezuela has similarly intensified its digital authoritarian practices, particularly in response to political 
instability (Puyosa 2021). The Venezuelan government has engaged in “information warfare”, leveraging bots 
and trolls to manipulate social media narratives, spread propaganda, and target dissidents, a practice that 
escalated significantly after 2017. These efforts are not isolated, as they involve coordination with foreign 
actors from Turkey, Russia, and Spain, reflecting a transnational dimension to Venezuela’s digital repression. 
Russian state-sponsored trolls and Turkey’s “AK Trolls”, the author argues, coordinated with Venezuelan 
“Chavismo” trolls to polarize Venezuelan society in the wake of 2017 protests (Russian trolls) and amplified 
pro-Maduro content internationally (AK Trolls). Puyosa (2021) further points to the evidence of the 
Venezuelan Embassy in Madrid and the Catalonian independence movement coordinated 2019 pro-Maduro 
Twitter campaigns such as the one using the hashtag “#NoEnMiNombre”. The Venezuelan state’s control 
extends to the direct censorship of digital media through mechanisms like DNS spoofing and the blocking of 
opposition websites by regulatory bodies such as the National Commission of Telecommunications 
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(CONATEL). These actions illustrate a comprehensive approach to digital authoritarian practices, where the 
Venezuelan state seeks to dominate the online space and stifle grassroots movements. 

According to recent studies on authoritarian practices in the Middle East and North Africa (MENA) 
region, various regimes have adopted both traditional and modern methods to maintain control in increasingly 
complex political environments.  Maghraoui (2022) discusses Morocco’s layered approach to digital control 
and repression, combining legal persecution, financial manipulation, and digital surveillance to silence 
dissent, particularly among journalists. In a similar vein, Davidson (2022) describes the UAE’s evolving 
authoritarian toolkit, which includes extensive digital surveillance and the use of spyware to control both 
domestic and international opposition. These findings reflect a broader trend identified by Topak et al., 
(2022a) where authoritarian regimes across the region are increasingly integrating modern technologies with 
established repressive practices to sustain their power amidst both internal and external challenges. 

Recent surveillance controversies in democracies highlight growing concerns over the use of 
authoritarian techniques in democratic states. For example, Greece has been embroiled in a controversy 
involving the use of spyware, specifically the “Predator” software, to surveil journalists, politicians, and other 
public figures. The scandal, which emerged in 2021, led to resignations within the government and ongoing 
judicial investigations. Despite governmental denials, the situation has raised serious concerns about 
transparency and the misuse of surveillance powers in the country. The bill proposed in response to the 
controversy aimed to legalize the Greece state’s use of spyware, while criminalizing its possession or use by 
non-state actors. However, it has been condemned for undermining the oversight powers of independent 
bodies like the Hellenic Authority for Communication Security and Privacy (ADAE), potentially legitimizing 
surveillance abuses rather than preventing them (Greece, 2022). 

Further, transatlantic data flows between the EU and the U.S. have sparked controversy, especially 
after the establishment of a secretive court known as the Data Protection Review Court to address privacy 
concerns related to transatlantic data transfers between the U.S. and the EU, by the Biden administration. 
This court has been criticized for potentially offering more privacy protection to Europeans than to 
Americans, raising questions about fairness and the extent of surveillance powers (Ng & Sakellariadis, 2024). 

Export of Authoritarian Tools & Narratives  
Countries like China and Russia not only apply the above legal techniques domestically but also export 
authoritarian technologies and practices to other authoritarian regimes, thereby expanding their influence and 
creating a network of digital authoritarian states – their own “technosphere” (Weber, 2019; Feldstein, 2021; 
Polyakova & Meserole, 2019). At the same time, they also adopt and adapt these techniques from democracies 
as leading “cyber powers”, especially in the digital and media spheres (Hutchings et al., 2024; Nakashima & 
Warrick, 2012).   

The export of authoritarian tools, including surveillance technologies, censorship methods, and 
repressive strategies, has become a hallmark of modern authoritarianism. Simultaneously, the view that these 
practices originate in autocracies, rather than being a feature of a modern state with any political system (even 
if these practices take different form and are seen differently by actors in autocracies and democracies), is 
problematic and should be critically interrogated, as it does not properly reflect the full range and nature of 
these complex dynamics. In certain cases discussed earlier in this report, democracies such as the U.S., Israel, 
and South Korea have at times been “exporters”, while Russia, for example, has been a learner. 
Acknowledging this, it needs to be recognized that China and Russia, in particular, have recently played 
leading roles in the diffusion of authoritarian practices, using formal channels like the Belt and Road Initiative 
(BRI) and the Commonwealth of Independent States (CIS) to disseminate these practices in the Global South 
and the Post-Soviet space, among other regions (Weber, 2019). 

The exportation is not only about commerce but is strategically aimed at reinforcing authoritarian 
governance structures globally (Weber, 2019). Through the BRI, China has provided surveillance 
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technologies to countries across Africa, Latin America, and Southeast Asia, thereby creating a network of 
states that rely on Chinese infrastructure to maintain control over their populations (cf. Gravett, 2022). These 
technologies include facial recognition systems, internet monitoring tools, and advanced data analytics 
platforms, which are integrated into the security apparatuses of recipient countries (cf. Gravett, 2022; Huang 
& Tsai, 2022; Weber, 2019). 

In Venezuela, for instance, the adoption of Chinese surveillance technologies has significantly bolstered 
the government’s ability to suppress opposition and control public dissent (Berwick, 2018; Moreno, 2022). 
Greitens (2016) notes that these technologies were instrumental in monitoring and quelling protests, thereby 
ensuring the stability of the regime. Similarly, in Turkey, surveillance technologies imported from China have 

been used to enhance the state’s ability to monitor and control its citizens, reinforcing Erdoğ an’s authoritarian 
rule (cf. Topak et al., 2022). 

Russia’s role in exporting authoritarian tools is equally significant. Through the CIS and other less 
formal networks, Russia has provided surveillance technology and cyber expertise to several former Soviet 
states, including Kazakhstan, Belarus, and Kyrgyzstan, enabling these regimes to resist democratization and 
maintain tight control over their populations (Polyakova & Meserole, 2019). China and Russia have developed 
distinct models of digital authoritarianism that they are now exporting globally. China’s model, characterized 
by advanced surveillance and extensive internet censorship systems like the Great Firewall, has been exported 
to at least 18 countries (Polyakova & Meserole, 2019). Russia, on the other hand, has focused on lower-cost 
tools such political repression of opponents and civil society as well as extensive legal framework enabling 
further monitoring and censorship by the telecom watchdog Roskomnadzor (Polyakova & Meserole, 2019). 
Russia’s systems like the SORM (System of Operative-Search Measures) have been adopted by several post-
Soviet states and are designed to monitor communications and internet activity comprehensively (Polyakova 
& Meserole, 2019).  

China and Russia have begun to collaborate more closely on digital surveillance, monitoring, and 
censorship tactics as early as 2017, as evidenced by the leaked files (Belovodyev et al., 2023; Scott, 2023). 
Chinese officials reportedly sought Russia’s expertise in media regulation and handling public dissent, while 
their Russian counterparts explored strategies for disrupting tools like virtual private network (VPN) and Tor 
(The Onion Router – a software that enables anonymous online communication), cracking encrypted internet 
traffic, and controlling messaging platforms (Belovodyev et al., 2023; Scott, 2023). This collaboration 
between China and Russia represents a broader trend of authoritarian regimes supporting each other, not 
only in terms of technology transfer but also in strategic alignment against democratic governance. This has 

created a robust global alliance that actively undermines liberal democratic institutions and promotes 
authoritarian governance across various regions, including Post-Soviet space, Southeast Asia, Africa, and Latin 
America. 

Cottiero and Emmons (2024) expand on this by arguing that modern authoritarian collaboration goes 
beyond the mere export of technologies. It involves the active sharing of resources, the legitimization of 
repressive practices, and the mutual support of regimes in times of crisis. This collaboration is designed not 
just to maintain power within individual states but to undermine democratic norms and challenge the liberal 
international order. To counter these trends, Cottiero and Emmons (2024) suggest that the international 
community must develop strategies to disrupt these networks, counter disinformation, and cut off 
authoritarian actors from critical resources. 
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DOMAIN 3 – Digital Authoritarianism & Non-State Actors 
 
Mis- and disinformation campaigns have been used as a powerful authoritarian tool for state actors seeking 
to manipulate public opinion, maintain control, and discredit opposition both domestically and 
internationally. These campaigns often involve the production and dissemination of falsehoods and 
misleading information through state-controlled media and social media platforms through state-affiliated or 

state-sponsored actors. Studies have shown that in 2020 at least 81 countries, including democracies, had 
organized social media manipulation programs or engaged in computational propaganda online (Bradshaw et 
al., 2021). In most of these countries either governments, government affiliated entities, political parties or 
private firms used social media as a part of a political strategy aimed at misleading users, suppressing 
political activism, and targeting opponents (Bradshaw et al., 2021). 

Systemic Industrialized Persuasion 
It is necessary to recognize that, historically and today, disinformation has taken many forms in Western 
countries including public relations, promotional culture, lobbying, and other forms of political consulting. 
For critical disinformation scholars, deception has been part of the Western socio-political fabric for decades, 
and these forms of deception have been kept separate from contemporary disinformation studies because they 
are treated as normal parts of Western society. And yet, these forms of deception ultimately share many of 
the characteristics and dangers associated to contemporary disinformation framed by the particularities of 
Western, neoliberal political economies. In other words, the deception we as academics so often critique 
does not receive public scrutiny when it is industrialized and systematic. 

The critical subfield of disinformation studies argues that Western persuasion takes many forms. 
Beyond the typical political propaganda of which it accuses foreign states such as Russia and China, the West 
engages in many more subtle forms of propaganda, including public relations and marketing. Public relations 
for instance is simply “deception-for-hire” – money buys you access to professional communication expertise, 
which seeks to manipulate opinions and present information deceptively for a particular end (Edwards, 2021). 
More generally, Edwards (2021) points out that public relations firms and actors have been successful in 
painting the work as good and professional communication, unlike the shadowy “other” bad actors which 
engage in disinformation. In this way, public relations is a form of “organised lying” that sidesteps 
responsibility for the current disinformation crisis (Edwards, 2021, pp. 167–169). This is part of a broader 
phenomenon of public relations company agreeing to take on increasingly politically charged and partisan 
contracts outside of the realm of formal political institutions. In The New York Times, journalist M. Fisher 
writes: “Private firms, straddling traditional marketing and the shadow world of geopolitical influence 
operations, are selling services once conducted principally by intelligence agencies. They sow discord, meddle 
in elections, seed false narratives and push viral conspiracies, mostly on social media. And they offer clients 
something precious: deniability.” (Fisher, 2021) Simply put, the PR industry is complicit in the disinformation 
problem, not only because it “casually” produces “organized lying” on a wide scale, but also because it 
continues to do so while protecting the legitimacy of the profession at large, allowing these realities to endure 
(Grohmann & Corpus Ong, 2024a). 

Another type of systemic industrialized deception that has been normalized by the West is advertising 
and marketing. As Hearn (2011) recalls from Wernick’s work (1991), there are cultures where promotional 
discourse is ubiquitous – in these cultures, truth and reason are not valued, but winning is valued, and the 
goal is to win “attention, emotional allegiance, and market share.” (Hearn, 2011; Wernick, 1991) Recalling 
the neoliberal debate above, neoliberal systems do not have incentives to protect citizens against the excesses 
of capitalism, which partially explain why big tech platforms have wreaked havoc on democratic discourse. 
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But beyond this socio-political and economic realities, democratic governments in neoliberal systems have 
also mimicked the types of persuasion inherent in promotional culture. As Glaser (2013) argues, these 
subliminal forms of policy and persuasion erode “vital distinctions between government, psychology, and 
marketing. … We are no longer appealed to as thinking citizens. We are simply flawed units to be prompted 
into spending more and costing the state less. The propaganda lies not only in the political-corporate 
manipulation of the public but also – most insidiously – in the way this is cloaked in the language of ideology-
free empiricism and the semblance of autonomy: the idea that people are being nudged "to make better 
decisions for themselves.” (Glaser, 2013) Glaser also argues that social media provided a veneer of openness 
and people-power, while in reality, the online advertising industry has created an objective now to "make 
your customers a partner in the selling process. … [Another example of] western propaganda's habit of 
masquerading as its opposite "(Glaser, 2013) At the time of writing, Glaser had pointed to joint report by 
the U.K.’s Cabinet Office and the Institute for Government describing how using behavioural sciences to 
inform policy can help nudge citizens to make better decisions for themselves (Dolan et al., 2010). And while 
some nudges are innocuous (e.g., encouraging citizens to eat healthy), the critical point for Glaser is that 
these types of nudge units erode “ vital distinctions between government, psychology and marketing” (Glaser, 
2013). 

Key to the authors’ concerns and to the critical approach to disinformation is that when deception is 
industrialized and systemic, it is hidden in the socio-political fabric, interwoven so deeply in Western values 
that it is difficult to unearth, to critique, and to compare to the forms of disinformation that are so often 
highlighted by the same authorities engaging in their own forms of deception. Some authors argue that these 
are issues of “definitional vortexes”; disinformation scholars cannot continue to study disinformation with 
these overly broad definitions without acknowledging that they encompass these forms of systemic 
industrialized deception perpetrated by the West (Harsin, 2024). Moving beyond the definitional issues, 
disinformation scholarship has also been criticized for neglecting to acknowledge that the industry 
underpinning disinformation operations¾or “Big Disinformation”¾mirrors colonialist dynamics, and that 
these narratives are technologically deterministic. 

First, operations and the digital labour which ensues are often outsourced by resource-rich actors to 
actors Global Majority countries (Ong & Cabañes, 2018). Individuals, often operating in precarious labour 
conditions due to the “gig economy” style of work, are recruited into disinformation labour by elite politicians 
collaborating with upper-middle class marketing consultants (Grohmann & Corpus Ong, 2024a). For these 
digital labourers, disinformation work can often be the less precarious option depending on an individual’s 
socio-political and economic circumstances. Moreover, acknowledging this reality means demystifying the 
“human infrastructures behind the fake news” (Grohmann & Corpus Ong, 2024b, pp. 3–4). In this way, 
disinformation scholarship cannot legitimately make its arguments without acknowledging and incorporating 
the dynamics of digital labour studies, because there are inherent inequalities and coloniality in the production 
of disinformation (Grohmann & Corpus Ong, 2024b).  

Several distinct actors and techniques are usually identified in relation to organizing, carrying out, 
facilitating and abetting dis/misinformation campaigns. While the exact configuration of actors will depend 
on the state, the type of campaign and its goals, a general pattern emerges: (a) solely state actors (e.g., trolling 
/ astroturfing dis/misinformation efforts by Russia’s GRU (Twitter Moderation Research Consortium - X 
Transparency Center, n.d.), China’s “50 Cent Army” (Han, 2015), or U.S. Military (Bing & Schectman, 
2024)), (b) state actors-private contractors arrangements (e.g.,  dis/misinformation campaigns by Russia’s 
state-sponsored Internet Research Agency (IRA) (Bradshaw & Howard, 2017) and Social Design Agency 
(SDA) (COUNCIL DECISION (CFSP) 2023/1566 of 28 July 2023 Amending Decision 2014/145/CFSP 
Concerning Restrictive Measures in Respect of Actions Undermining or Threatening the Territorial Integrity, 
Sovereignty and Independence of Ukraine, 2023; Miller, 2024), the Iranian state-backed organization 
International Union of Virtual Media (IUVM) (Stubbs & Bing, 2018; Treasury Sanctions Iranian Entities for 
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Attempted Election Interference, 2024), “keyboard warriors”/ cyber troops hired to post pro-Duterte content 
and target opposition in the Philippines) (Bradshaw & Howard, 2017), (c) solely private actors (e.g., 
consultancy firms, marketing agencies, information technology (IT) and “big data” companies) motivated 
financially or politically / ideologically and funded by donors or clients politically aligned with certain causes 
or self-funded (cf. Bradshaw et al., 2021).  

“Information disorder” actors employ a variety of techniques, which can overlap and intersect. These 
include (1) trolling – usually coordinated online attacks aimed at discrediting, harassing, or silencing 
opponents, often using aggressive language and ad hominem attacks (Bradshaw & Howard, 2017; Galeotti, 
2017; Zannettou et al., 2019). Trolling typically involves disruptive and provocative online behaviour and 
can employ various rhetorical and affective devices (e.g., irony, sarcasm, appeal to emotion, etc.) (cf. 
Hardaker, 2010, 2013). Recent examples include Russian and Venezuelan state-sponsored “trolls farms” used 
to intimidate opposition figures domestically, harass and attack regime critics overseas (Puyosa, 2021; 
Zannettou et al., 2019). The first known example of setting up a “troll farm” to influence the outcome of 
elections can be traced back to South Korea (Bradshaw & Howard, 2017; Keller et al., 2020). In 2012, the 
South Korean National Intelligence Service (NIS) was implicated in a scandal where it orchestrated a 
coordinated online campaign to sway public opinion in favor of the conservative candidate, Park Geun-hye, 
during the presidential election. This operation involved creating fake social media accounts and posting pro-
government comments in an attempt to influence voters. 

(2) Astroturfing – imitating authentic user activity and grassroots movements by using online/social 
media accounts with fictitious or stolen online identities to simulate public support or opposition (Keller et 
al., 2020; King et al., 2013). Paid commentators from Russia’s IRA (“troll farm”) or China’s “50 Cent Army” 
posting tailored messages on social media to give the impression of widespread popular support for a cause 
or political candidate illustrate this (Bradshaw & Howard, 2017; Han, 2015). First online astroturfing efforts 
in the context of elections seemed to have occurred in the U.S. around 2010 U.S. midterm elections and the 
2009 Massachusetts special election (Ratkiewicz et al., 2011). Some U.S. Tea Party organizations such as the 
Tea Party Express with close ties to the U.S. Republican party, have also been accused of astroturfing (Dyke, 
2016, p. 41).  

(3) Amplification – the use of “bots” (i.e. automated accounts) or coordinated human activity to 
artificially inflate the popularity of specific content or narratives (Howard et al., 2018). For example, Russian 
IRA “bots” amplified their own and other users’ divisive content on Twitter during the 2016 U.S. presidential 
election (Publications | Intelligence Committee, 2020). 

(4) Manipulated Media – the creation and dissemination of false or misleading information, including 
deepfakes, fictitious news articles, doctored images, and videos (Citron & Chesney, 2019). Examples include 
the use of deepfakes like an AI-generated audio recording in Slovakia used to falsely accuse a politician of 
planning to rig an election or a video falsely depicting a U.S. State Department official stating that a Russian 
city is a legitimate target for Ukrainian strikes using U.S. weapons (Bond, 2024; Kottasová, 2024). 

(5) Mass Reporting – coordinated reporting of content or accounts to social media platforms, 
triggering their automated systems to take down or demote content (Gleicher, 2021; ‘Opinion | The Bad 
Guys on Social Media Are Learning New Tricks’, 2021). For instance, the network in Vietnam, which 
orchestrated false reports against activists and critics of the Vietnamese government to have them removed 
from Facebook, imitating real users and using duplicate accounts to submit hundreds or thousands of 
complaints through abuse reporting tools (Gleicher, 2021). 

(6) Brigading – coordinated attacks on social media posts by groups aiming to overwhelm a particular 
discussion or viewpoint (Marwick & Lewis, 2017). Example: a network of accounts from Italy and France 
that targeted medical professionals, journalists, and elected officials with mass harassment. Meta (Facebook) 
investigation connected this activity to the anti-vaccination conspiracy movement “V_V”. The operation used 
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a mix of authentic, duplicate, and fake accounts to flood comments on posts of news outlets and individuals, 
aiming to intimidate and suppress opposing views (Gleicher, 2021). 

(7) Fake Fact-Checking – the creation of false fact-checking sites or posts that appear to debunk 
legitimate information, thereby confusing the public (Kovalenko, 2024; Thomas, 2024). Kremlin-linked 
website “War on Fakes” (voina s feikami) is promoted as a fact-checking resource but actually pushes false 
narratives that support Russian state propaganda (Kovalenko, 2024). 

(8) Micro-Targeting – the use of data analytics to target specific demographic groups with tailored 
dis/misinformation campaigns (Cadwalladr & Graham-Harrison, 2018; Confessore, 2018). For example, 
Russia’s IRA micro-targeted users on multiple social media platforms with tailored political advertisements 
and targeted messages on divisive issues , such as race, religion, and gun rights (Publications | Intelligence 
Committee, 2020). Cambridge Analytica’s data was also reportedly used to micro-target U.S. voters during 
the 2016 Presidential Election and UK voters during the Brexit campaign (Cadwalladr & Graham-Harrison, 
2018; Confessore, 2018). 

(9) Information Laundering – the spreading of dis/misinformation through seemingly credible 
intermediaries to give it an air of legitimacy (Pomerantsev, 2019). For example Russian dis/misinformation 
often spreads through proxy websites, obscure blogs or apparently legitimate social media accounts before 
being picked up by media in target countries (Pomerantsev, 2019; ‘The Kremlin’s Efforts to Covertly Spread 
Disinformation in Latin America’, 2023). 

Disinformation is also a regime of private labour and state-sector employment. Unlike “cyber troops”, 
whose organization or coordination is, at least in part, political, some actors engage in dis/misinformation 
exclusively for commercial gain as mentioned earlier in this report. Automated accounts (“bots”) or human-
operated accounts (“trolls”) can also be used for political purposes or, for example, to simulate public support 
for brands and products (Lock & Ludolph, 2020). The Israeli-based Archimedes Group’s dis/misinformation 
campaigns to disrupt elections across Africa, Latin America, and Southeast Asia using trolling and astroturfing 
(Bradshaw et al., 2021, p. 9) provide a clear example of how private contractors are used to further 
authoritarian political objectives while seemingly being primarily motivated by financial gain (‘Facebook Busts 
Israel-Based Campaign to Disrupt Elections in Various Countries’, 2019; Timberg & Romm, 2019). 
Similarly, the cases of Russia’s IRA interfering in U.S. elections (Publications | Intelligence Committee, 2020) 
and the Israeli company STOIC targeting U.S. audiences and politicians to further pro-Israeli sentiments 
online (Pro-Israeli Influence Network. New Findings, 2024) highlight the convergence of private financial 
interests and state political agendas. Research highlights how these contractors created fake social media 
accounts to influence political outcomes, employing tactics such as the use of bots and sock puppet / troll 
accounts to promote and amplify messages beneficial to state actors (Bradshaw et al., 2021; Pro-Israeli 
Influence Network. New Findings, 2024; Publications | Intelligence Committee, 2020). 

The Chinese state also employs state-sponsored internet commentators, often referred to as the “fifty-
cent army”, who anonymously engage in online discussions to promote pro-state narratives mainly 
domestically (Han 2015). This tactic is part of a broader adaptation of China’s state propaganda system to the 
digital age, aiming to maintain regime stability and legitimacy. However, the strategy often backfires due to 
the commentators’ lack of motivation, exposure by other users, and the persistence of outdated propaganda 
practices, ultimately undermining the operation’s credibility and fueling public distrust. Similar operations 
targeting China critics globally have recently been linked to Chinese law enforcement (Nimmo et al., 2023).  

OpenAI (AI and Covert Influence Operations: Latest Trends, 2024), the creator of ChatGPT, 
highlights the misuse of its AI models by various threat actors to carry out covert influence operations aimed 
at manipulating public opinion and influencing political outcomes. The OpenAI report details influence 
operations by several state-linked actors: “Bad Grammar”, a Russian campaign, used AI-generated, poorly 
written comments on Telegram to target audiences in Ukraine, Moldova, and the Baltic States, promoting 
pro-Russian narratives. “Doppelganger”, also from Russia, targeted Europe and North America with anti-
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Ukraine content in multiple languages on platforms like 9GAG and X. “Spamouflage”, linked to Chinese law 
enforcement, aimed at global audiences, including Chinese dissidents, using AI to generate pro-China content 
and discredit critics across platforms like X, Medium, and Blogspot. The Iranian International “Union of 
Virtual Media (IUVM)” focused on anti-U.S. and anti-Israel content, disseminating AI-generated articles on 
its websites and social media. Lastly, “Zero Zeno”, an Israeli operation run by a commercial firm STOIC, 
targeted audiences in Israel, Canada, and the U.S. with AI-generated content supporting Israel and criticizing 
Hamas, spread across Facebook, Instagram, and X. These operations struggled to engage audiences because 
their AI-generated content was often generic, poorly targeted, lacked authenticity, relied on fake 
interactions, and was undermined by human errors, failing to resonate with real users. 

State Use of Non-State Actors 
In democracies, the manipulation of information and public opinion is often driven by various actors, 

including political parties, media outlets, and private entities, each with their own agendas. This decentralized 
approach in democracies contrasts with the state-directed strategy observed in Russia, where the media and 
other platforms are systematically used to advance state interests under a unified narrative. This difference 
highlights the qualitative divergence in how such techniques function across these political systems, with 
authoritarian regimes’ approaches often being more aligned with coordinated disruptive aims to destabilize 
liberal orders globally (Hutchings et al., 2024). 

The examples of Russia and China illustrate that the scope of actors, propagating authoritarian practices 
can be only loosely defined and would greatly depend on the specific country. At the same time, the following 

types of “information disorder” actors are often distinguished in literature: government agencies, politicians 
and political parties, private contractors, civil society organizations, citizens and influences (Bradshaw et al., 
2021). These actors can operate both in authoritarian regimes and liberal democracies as well as 
transnationally (Bradshaw et al., 2021).   

Acknowledging the complexity of “state” via-a-vis “non-state” distinction, it is useful to outline the 
specific actors typically described as “non-state” by researchers in authoritarian contexts. These actors as 
frequently defined as individuals or organizations that operate apparently independently from the systematic 
and direct state control but can significantly influence or support the authoritarian regime’s policies (cf. Chase 
& Chan, 2016). These actors might receive state funding directly or indirectly through various channels 
including government contracts, loans, grants, etc. (Galeotti, 2016b, 2017; Huang & Tsai, 2022). Although 
they might be acting in the state’s interests or work on specific state-funded projects, their administrative 
links to the state are often obscure (Galeotti, 2017; Huang & Tsai, 2022; Sallai & Schnyder, 2021). The types 
of non-state actors in authoritarian contexts include private contractors, corporations, non-governmental 
organizations (NGOs), civil society organizations, political parties and lobbying groups, militant groups 
(private and quasi-private military organizations), private and quasi-private security organizations, criminal 
networks, and influential individuals such as business magnates or media personalities (Galeotti, 2020; 
Ostrovsky, 2015). Their roles can vary from providing technological support, consultancy and facilities to 
engaging in propaganda/mis/disinformation and cyber activities (e.g., hacking, disseminating stolen data, 
disrupting digital facilities (Clark, 2020; Galeotti, 2017; Publications | Intelligence Committee, 2020). 

The United States has enshrined laws aimed at protecting citizens from surveillance and information 
campaigns run by the U.S. government. In the U.S., the proposed Government Surveillance Reform Act aims 
to address the apparent abuse of Section 702 of the Foreign Intelligence Surveillance Act (FISA), which is 
intended for foreign intelligence, but has been used to conduct warrantless searches of Americans’ 
communications. A new bill, introduced in 2023, seeks to reform these surveillance practices by adding 
stronger privacy protections, but concerns about government overreach remain (Wyden et al., n.d.). 
However, an intricate network of military, federal, state, and local governing bodies, legal institutions, 
corporations, private security and military companies, and law enforcement bodies make use of gaps in these 
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protections in such a way as to recycle digital authoritarian techniques and information operations against 
domestic populations to further state policy and maintain the socioeconomic and political status quo. 

What follows is an overview of multiple investigative reports from the news media  concerning 
American disinformation and surveillance initiative both domestically in relation to the Dakota Access 
Pipeline protests #NoDAPL and the role of the private security contractor TigerSwan who policed surveilled 
the protest and also abroad including Operation Earnest Voice and the Trans-Regional Web Initiative – both 
coordinated by sectors of the U.S. military, serving to further U.S. military objectives. For brevity’s sake we 
will only examine one case here: 

As detailed by an investigation from the Guardian Newspaper in the UK, Operation Earnest Voice 
(2011- Present OEV) is an influence campaign operated by the United States Central Command 
(CENTCOM) to control online conversations and narratives surrounding U.S. military actions. It was 
designed to “secretly manipulate social media sites by using fake online personas” that posted and spread “pro-
American propaganda” (Fielding & Cobain, 2011). The operation launched in 2010 with a US$2.76 million 
contract for software that would allow up to 50 military personnel to each control up to 10 online personas 
from MacDill Air Base in Florida. These personas would be complete with “background, history, supporting 
details, and [plausible] cyber presences” and could “originate in nearly any part of the world” without “fear of 
being discovered by sophisticated adversaries” (“Persona,” 2010). The contract was awarded to Ntrepid, a 
California startup that owned the VPN tool Anonymizer, which was previously used to combat internet 
censorship. The operation was designed to combat al-Qaeda supporters and anti-coalition sentiment in Iraq, 
but it gradually expanded and received an additional US$200 million in funding to operate campaigns in 
Pakistan, Afghanistan, and other parts of the Middle East. The software allowed the U.S. military to 
manufacture a “fake consensus” on social media platforms and in other online conversations by “crowd[ing] 
out unwelcome opinions” and offering “smoother commentaries” on reports of U.S. actions (Fielding & 
Cobain, 2011).  

As it is unlawful for propaganda to target U.S. audiences, the operation primarily posted content in 
Arabic, Farsi, Urdu, and Pashto, and a CENTCOM official specifically stated that it would not operate on 
Facebook, Twitter, nor any other English speaking or U.S.-based platform (Fielding & Cobain, 2011). 
However, an investigation by the Stanford Internet Observatory and Graphika found thousands of accounts 
on Twitter and Facebook linked to U.S. government-backed operations. These accounts often featured AI-
generated deep fake profiles, used “memes and short-form videos,” attempted to launch petitions and hashtag 
campaigns, and even “posed as independent media outlets” (Stanford Internet Observatory, 2022, p. 3). 
Stanford found that in 2022 some of CENTCOM’s Twitter accounts “posed as Iraqi activists” and accused 
Iran of “threatening Iraq’s water security” and “flooding the country with crystal meth” (p. 44). Other 
accounts in Afghanistan claimed that Iran was harvesting the organs of Afghan refugees, and that refugees 
would be deported unless they joined militias fighting in Syria or Yemen (p. 40). The report found that, at 
the time, a “vast majority” of CENTCOM’s posts “received no more than a handful of likes or retweets,” with 
the average tweet receiving 0.49 likes and 0.02 retweets (p. 3). 

As uncovered by the international news agency Reuters, During the COVID-19 pandemic, the U.S. 
military also launched a campaign in the Philippines to spread disinformation about the Chinese vaccine using 
the hashtag #Chinaangvirus, which translates to “China is the virus” (Bing & Schectman, 2024). One of the 
tweets from 2020 read: “COVID came from China and the VACCINE also came from China, don’t trust 
China!” The campaign spread to countries in Central Asia and the Middle East, where it targeted Muslim 
audiences with disinformation claiming that the vaccines contain pork (Bing & Schectman, 2024). The 
COVID disinformation campaign eventually terminated in 2021. 

After Twitter granted public access to its internal documents in 2022, journalists found that Twitter 
provided “direct approval and internal protection to the U.S. military’s network of social media accounts and 
online personas” (Fang, 2022). Both Facebook and Twitter had removed fake accounts that were likely 
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attached to OEV in 2020, however, officials from both platforms participated in classified briefings with the 
Pentagon to warn them of the potential for foreign adversaries to uncover U.S. associations with the accounts 
(Nakashima, 2022). Military officials later submitted, and Twitter subsequently approved, batch whitelisting 
requests for accounts that were flagged as spam for engaging with extremist groups. The military also 
requested “priority service” for some of its accounts, including @yemencurrent, which announced U.S. 
drone strikes in Yemen and posted about how strikes against Houthi rebels were “accurate” and “killed 
civilians, not terrorists” (Fang, 2022). On May 16, 2022, Twitter purged many of CENTCOM’s accounts, 
though some remained active and Stanford’s report suggests the U.S. has rebuilt its capabilities. 

When these tactics are brought home, the mis/dis-information campaigns and militarized suppression 
of Water Protector encampments, for example, can be seen to also empowered lobbyists and conservative 
legislatures to enact anti-protest legislation across the country. The effort reveals continued cooperation 
between corporations, governments, law enforcement bodies, Private Security and Military Contractors and 
lobbyists to prevent protests before they start. As of April 2023, “corporate lobbyists [have] spurred the 
passage of so-called critical infrastructure laws widely understood to stifle fossil fuel protests in 19 states 
across the U.S.” (Brown and Sadasivam, 2023a). At the same time, the involvement of private contractors in 
corporate security and anti-protest action has proliferated. Class action lawsuits and other investigations 
revealed that, since 2016-2017, the private contractor TigerSwan has pitched their “counterinsurgency 
approach” toward protest suppression to petrochemical corporations, U.S. states, and intergovernmental 
bodies including ConocoPhillips, Dominion, the state of Nebraska, and the United Nations (Brown and 
Sadasivam, 2023a; Brown, 2020; Downie, 2016). They have secured further security and mis/dis-
information work with Energy Transfer Partners to secure the Mariner 2 Pipeline in Pennsylvania and the 
Rover Pipeline in Ohio and West Virginia (Brown and Sadasivam 2023a). 

The above case studies demonstrate a concerted effort by the U.S. government and corporate, private 
military/security, institutional, and individual partners to shape the information landscape, and 
consequentially, the geopolitical, social, and economic landscapes both domestically and abroad. These 
mis/disinformation campaigns the authoritarian practices deployed in their operations, are producing global 
impact regardless of whether the original campaign began in an authoritarian or liberal democratic regime.  
 

DOMAIN 4 – Marketcraft & Platform Power 
 

In the digital era, facing an uncertain global environment and an increasingly disordered information 
landscape interfered with by both state and non-state actors, sustainably maintaining strategic autonomy 
across the technological and communication economies for a sovereign state is crucial. The supranational 
European Union, for example, has reintroduced the concept of “Strategic Autonomy” in 2017 across hundreds 
of official documents to consolidate actionable plans for its member states. However, the terms “sovereignty” 
and “strategic autonomy” have both evolved over time and space. Strategic autonomy, as defined by the 
Ministry of Economic Affairs of the European Union, is “the capability as a global player, in cooperation with 
international partners, based on own insights and choices – to secure public interests in the digital domain 
and to be digitally resilient in an interconnected world” (Okano-Heijmans, 2023). Sovereignty is a complex 
politico-legal concept currently undergoing transformation due to shifting power dynamics between states 
and between state and non-state actors (Broeders et al., 2023). For example, emerging powers like China 
and Russia demand “state sovereignty” over their “national info-sphere,” contrasting with the U.S. ostensible 
support for unlimited internet freedom globally (Gu, 2023). Non-state commercial actors,  in particular so-
called Big Tech, represent another emerging set of political actors that enjoy a degree of sovereignty due to 
their economic clout but they are also the target of regulatory action to secure state sovereignty. These 

https://www.zotero.org/google-docs/?zBCD4d
https://www.zotero.org/google-docs/?s0WBrf
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commercial entities, the most dominant of which have captured the market lead are based in the US, claim 
self-sovereignty or freedom from sovereignty through a number of transnational legal strategies but heavily 
interfere with cross-border national authority and state-to-state relations, prompting strong regulatory 
demands from the EU and countries in the Global South. Additionally, the interchangeable use of terms like 
data sovereignty, digital sovereignty, and technological sovereignty complicates the issue further. 
 Sovereignty in the digital context encompasses three groups of “layers” through which sovereignty is 
enacted (as detailed in Table 1 in Appendix 2). The first is the “Physical Layer”, which involves sovereignty 
over physical infrastructure such as computers, servers, mobile devices, optical fibers, and other network 
equipment. The second is the “Logical Layer”, which involves sovereignty over computer codes, especially 
the communication protocol software responsible for network interconnection and transmission, governed 
by organizations like ICANN and ISOC (Gu, 2023). The third and most controversial is the Social Layer, 
which involves sovereignty over the control, processing, and circulation of massive amounts of data on 
platforms and AI models (Gu, 2023). This layer is contentious due to the lack of a widely accepted governance 
model globally between states and between state and non-state actors (Gu, 2023). With continuously 
growing power in data mining, computing, and modeling (algorithms and AI), reinforced by financial capital, 
Big Tech as the new oligarchs co-govern states alongside legitimate political powers without formal 
institutional authority, threatening the sovereignty of national states(Khanal et al., 2024). Obviously, Big 
Tech is not the only player with such power; any technological companies or capital, private or state-held, 
that have resources or power that crosses the boundaries of state territorial and jurisdictional sovereignty will 
pose risks, as case studies will below indicate. 
 The EU uses an analytical framework called the “National Digital Technology Stack (NDTS),” derived 
from the Open Systems Interconnection (OSI) model, to analyze weaknesses and dependencies. This 
framework features a layered structure of technological and non-technological components, including natural 
resources, critical infrastructures, data availability and usage, standardization and interoperability, digital 
skills, and cybersecurity. The NDTS is divided into three categories: (1) digital society and culture; (2) digital 
technologies and the economy (covering layers four to ten); and (3) the planet (represented by the bottom 
layer). Due to limited space, this report will not cover all the shortcomings faced by states in the Global 
South. Instead, it will focus on four of the “layers” consisting of  the digital technologies categories –  
Application, Data, Intelligence, and Resources – applied and analyzed through multiple case studies. 
 For a state in the Global South, projecting its sovereignty involves governing with strategic autonomy 
over authority, territorial assets (including natural resources and digital resources like data), and 
institutionalized systems of the economy, politics, and socio-cultural life internally, as well as defending 
sovereignty and managing international relationships externally. However, due to historical institutional 
inequalities, their sovereignty will be impaired and will face greater challenges in the geopolitical digital era. 
Global South nations heavily rely on importing technologies while exporting raw planetary resources such as 
rare minerals to high-income countries. Consequently, they also lose control over essential materials (such 
natural resources) and immaterial assets like data about population, health, and nature, exacerbating and 
compounding the geopolitical digital divide (UN, 2023). Moreover, these dependencies are exploited in the 
interests of technology owners, whether private or state entities. More seriously, heads of state or parties 
may use these while backsliding towards authoritarianism to maintain power, dramatically harming and 
violating citizen and democratic sovereignty.  

Data Colonialism and Digital Sovereignty 
 Global competitiveness between liberal democratic orders of all shades and authoritarian regimes 
understate the colonial nature of the current digital economy as represented by, for example, Meta’s Free 
Basics Initiative in  the Global South and overstate the risky nature of current digital infrastructures 
represented by, for example, the “Made in China 2025” imitative and the “Belt and Road Initiative” (BRI) . 

https://www.zotero.org/google-docs/?01td2I
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Mark Zuckerberg, the CEO of Meta the parent company of Facebook, Instagram and WhatsApp, stated that 
he views internet connectivity as a basic human right. This belief ostensibly motivated him to provide free 
internet access to millions of people in Africa through the Free Basics initiative. Instead of spending money 
on telecommunication towers, Facebook used a solar-powered drone and satellite network to provide 
internet service and partnered with local telecom companies using a freemium model as a marketing 
approach. Initially, the initiative was very successful, with over half of African countries joining the program, 
as well as Asian countries like India and the Philippines. However, access was limited to Facebook and a few 
other websites sponsored by business partners. Across Africa, Facebook is the internet. Criticism arose, 
accusing Facebook of neo-colonialism by concentrating its monopoly power and subjecting users to 
censorship and surveillance. Critics argue that Facebook exploited the dependency of poorer countries, 
making their populations consume primarily Western corporate content. In India, around 2016, the initiative 
was suspended because it violated net neutrality rules, a principle that all content and applications should be 
equally accessible by internet service providers. 

We can also look the supply chains of what are called “soft infrastructures” that create new market 
for software dependency. South Africa’s dependency on U.S. Big Tech for software and digital services 
highlights significant supply chain vulnerabilities. This dependency affects data sovereignty, economic 
stability, and technological development in the country. In August 2023, the current “Big Five”—Apple, 
Google, Meta, Amazon, and Nvidia—were the most valued transnational tech companies, with a combined 
market value surpassing the GDP of any single nation except the U.S. and China (Wallach, 2021). This 
hegemonic power enables digital neo-colonization, as Kwet criticized, through control of software, 
hardware, and network connectivity for profit and plunder in the form of extracting rents and data globally 
(Kwet, 2019, 2022). The Global South, especially Africa, is hit hardest, as they must comply with WTO 
membership rules enforcing the TRIPS agreement, limiting their ability to negotiate protections for local 
industries (Kwet, 2019, 2022). Dominant tech companies undermine local businesses: Google and Facebook 
capture 82% of advertising revenue; Uber’s financial power has reduced driver pay by 25%; and Netflix and 
Apple Music have eroded the market share of MultiChoice, resulting in a loss of 115,000 subscribers in South 
Africa (Kwet, 2019, 2022). Governments have tried to adopt Free and Open-Source Software (FOSS) in the 
public sector to bypass superior proprietary software. However, this approach has failed as software has 
shifted towards cloud-based services. Although the Open-Source Community created the Affero GNU 
General Public License (AGPL) to encourage source code disclosure, it has not gained widespread acceptance. 
Meanwhile, Microsoft has partnered with local governments to provide free training on its platforms, further 
marginalizing domestic software developers (Kwet, 2019, 2022). 

In contrast, China’s Digital Silk Road (DSR) is widely criticized, primarily from Western elite and 
governmental perspectives, as economic and political colonialism. Despite its stance as an alternative path, 
respecting the autonomy of the Global South, it faces scrutiny for exporting authoritarianism through 
surveillance systems and governance models. These efforts are seen as entrenching authoritarian regimes and 
threatening human rights and democracy. Exporting the idea of Chinese digital governance has been another 
way of introducing authoritarianism, which is embedded in and bound up with informal norms like views on 
human rights, formal norms like the choice of currency and trade procedures, and formal institutions in the 
form of laws, policies, regulations, and standards (Heeks et al., 2024). More concretely, governance is 
conducted through (1) the control of the physical foundation of digital infrastructure—internet/cyber 
governance, (2) the control of data flows—data governance, and (3) the control of services and 
applications—surveillance governance. Unlike the earlier dominant Western position, the Chinese digital 
governance model prioritizes state sovereignty over laissez-faire, solely international regulation, or a regime 
of multi-stakeholder institutions. It advocates for sovereign national control rather than giving voice to civil 
society, which represents a form of individual sovereignty (Heeks et al., 2024). China uses itself as an 
appealing role model of digital sovereignty with digitally enabled growth to promote its version of digital 
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governance in the Global South and encourages and advises these nations to develop their own local laws and 
policies. Meanwhile, using its increasing influence, China strives to be a standard-setter rather than a follower 
by contributing to the development of standards and promoting them in global bodies such as the International 
Telecommunication Union (ITU) regarding 5G, AI, IoT, and blockchain. When pushed back by the U.S., 
China, allying with the Global South, has been creating its regional standards rather than global versions 
through the BRI Connectivity and Standards Action Plan in 2019. 

We must also look to ways in which these imitative involve Knowledge Supply and Technology 
transfer to the global south.  Algeria and Egypt serve as strategic hubs for the Digital Silk Road (DSR). They 
are middle-income countries with a growing young population, high internet penetration rates, and proximity 
to the EU market (Hinane El-Kadi, 2024). This case study examines the implications of technology transfer 
and knowledge supply on local supply chain development. Researcher El-Kadi used a conceptual framework 
combining Technology Transfer and Techno-politics perspectives to scrutinize Huawei’s Technology 
Transfer outcomes in these markets through interviews with 71 participants, including employees, 
subcontractors, customers, policymakers, university researchers, and government officials. The technology 
transfer occurs both horizontally and vertically. Horizontally, technology and know-how are transferred 
through labor mobilization, such as local hiring and skill training. Huawei and ZTE hired 70% local workers, 
but most are not in managerial positions, creating a glass ceiling for local employees. The horizontal linkage 
is limited as turnover mostly happens between foreign OEMs rather than between transnational firms and 
local firms. The limited effectiveness of technology transfer impacts the local supply chain by perpetuating 
dependency on imported components and technology. Local suppliers struggle to move up the value chain 
due to insufficient training and lack of integration into the broader technological ecosystem. This situation 
hinders the development of a robust and self-sustaining local supply chain. 
 In the Indonesian case, China has been largest trade partner for over ten years, with trade increasing 
from US$50 billion in 2014 to US$124.34 billion in 2021, driven by the Digital Roadmap Strategy (DRS) 
(Wu, 2024). This case study examines the implications of this trade relationship on Indonesia’s supply chain 
vulnerabilities. Direct investment projects under the DRS include high-speed railways, data centers, 5G 
telecom infrastructure, e-commerce, and social media. Approximately 1,000 Chinese enterprises have 
invested in Indonesia, making China the top Foreign Direct Investment (FDI) source for Indonesia. However, 
increased bilateral trade makes Indonesia vulnerable to potential supply chain disruptions (Wester, 2023). 
Imports from China more than doubled to $16 billion by 2022, driven by construction and manufacturing 
needs. This dependence gives China significant leverage over supply and pricing of key inputs. But what is the 
impact: In addition to conventional trade, China’s top e-commerce players have entered local markets: 
Lazada, supported by Alibaba; Shopee, backed by Tencent; and JD.id, a joint venture between JD China and 
Provident Capital Singapore (IDEAS, 2022). These efforts have facilitated the adoption of Chinese cashless 
payment systems, such as WeChat Pay and Alipay, in Indonesia. While the DSR has positively impacted 
Indonesia’s economy, critics argue that the quality of democracy has declined, associated with Huawei 
programs and the ASEAN Academy Engineering Institute in Jakarta (IDEAS, 2022). The reliance on China’s 
economy raises concerns about the fairness between Chinese sellers and local businesses, with 90% of 
products sold in the Indonesian marketplace being “Made in China” (IDEAS, 2022). 
 For historical context and a contrastive example of Western intervention, we look to the ZunZuneo 
(2009–2012) project for clear geopolitical balance acting between access to digital services and data 
sovereignty.  While Operation Earnest Voice and the Trans-Regional Web Initiative, discussed in the previous 
section, were both coordinated by sectors of the U.S. military and served to further U.S. military objectives 
abroad, ZunZuneo evidences the broader application of disinformation campaigns in U.S. foreign policy and 
international relations as well. 
  ZunZuneo was a SMS-based social network developed by the U.S. and implemented in Cuba between 
2009 and 2012. The goal of the network was to spark enough dissent in Cuba to reach a tipping point where 
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dissidents would organize mobs, hold political demonstrations, or otherwise “renegotiate the balance of 
power between the state and society” (Butler et al., 2014). ZunZuneo differs from Operation Earnest Voice 
in that it was developed by the U.S. Agency for International Development (USAID) and was considered part 
of U.S. foreign policy—under the “Internet freedom agenda”—rather than a tool for strategic military 
objectives (Butler et al., 2014). It was funded and coordinated by USAID’s Office of Transition Initiatives 
(OTI), a division created after the fall of the Soviet Union to promote U.S. interests “without the usual red 
tape” (Meyer, 2014). USAID contracted two companies, Creative Associates International and Mobile 
Accord, to build the network. The company offered an SMS service to Cubans, whose typical texts were 
unencrypted and tracked by the government. The service would route texts from the sender through one of 
the company’s servers in Spain (run by Lleida.net) or Ireland before reaching the recipient, effectively 
operating as a VPN for text messages (The Guardian, 2014). While the contents and metadata associated with 
the texts were hidden from the Cuban government, the U.S. collected data on users “in the hope that the 
information might be used someday for political purposes” (Butler et al., 2014).  However, the U.S. stored 
and analyzed the text messages to create demographic profiles of Cubans that includes their gender, age, 
“receptiveness,” and “political tendencies” (Butler et al., 2014).  
ZunZuneo grew its user base by offering free or discounted message rates and spreading “non-controversial 
content” such as news, sports, music, and weather updates (The Guardian, 2014). The influence and data 
collection operation soft-launched on September 20, 2009 during Columbian artist Juanes’ concert, “Peace 
Without Borders,” in Havana where the U.S. reached over 100k Cubans (The Guardian, 2014). The U.S. hired 
Alen Lauzan Falcon to post content ranging from “mildly political and comical” to “more pointed” so they 
could further refine their user demographics and determine who to target with further political content (The 
Guardian, 2014). USAID divided the surveilled Cubans into different segments: at one end was the 
“democratic movement,” in the middle was “still (largely) irrelevant,” and at the opposite end were “hard-
core system supporters,” which the USAID nicknamed “Talibanes” in a “derogatory comparison to Afghan 
and Pakistani extremists” (The Guardian, 2014). The U.S. went through great lengths to distance itself from 
ZunZuneo.  
  At its peak, ZunZuneo had over 40,000 users and was referred to as “the fairy godmother of 
cellphones” by Cubans, though nobody knew of the U.S. government’s affiliation with the company (The 
Guardian, 2014). ZunZuneo began facing financial problems in 2011 because it was not profitable for 
companies to run ads on the network, which meant it still required U.S. funding. USAID abandoned its hopes 
of reaching 200,000 users and capped the number at 40,000, and decreased traffic to just 1% of Cuba’s total 
text messages (The Guardian, 2014; Meyer, 2014). Mobile Accord then began interviewing candidates for 
ZunZuneo’s CEO to make the company financially independent and sustainable, though they did not inform 
candidates that it was a U.S. government operation (Meyer, 2014). Suzanne Hall, a U.S. State Department 
official, even asked Twitter CEO Jack Dorsey to run the company (The Guardian, 2014). Ultimately, 
ZunZuneo’s financial troubles led to service outages and the company shut down in 2012. USAID never 
reached the critical mass they had hoped. Instead, their bulk text messaging deal with state-run company 
Cubacel funded the Cuban government (Meyer, 2014). 

Domestic Platform Regulation 
Another way to approach digital sovereignty is to look at the internal strategies for regulation of 

domestic tech actors. To do so we look to the cases of two search giants: Yandex in Russia and Google owned 
by parent company Alphabet in the U.S. In the regulation of Russia’s Yandex, ownership played a large role 
in a way that was not true of the regulation of Google. It was fears over foreign ownership of a critical asset 
like Yandex that prompted the government into action: to procure a golden share in 2009, attempting to pass 
legislation limiting foreign ownership to 20% in 2016 and 2018, and the creation of the public interest 
foundation in 2019. Foreign ownership of platforms is not as big of a concern in the United States, at least in 
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part due to the fact that most large platforms in the US are American and foreign capital. An obvious exception 
would be TikTok: the US passed a law in 2024 forcing TikTok to sell its US operation despite the on-going 
political debate, adjudication and likely appeals, specifically citing the threat of foreign ownership of the app. 
The concentrated capital and global corporate wealth invested in the United States, including domestic funds 
investment in TikTok’s parent company ByteDance,  may be a reason why the government has been less 
concerned about foreign ownership of tech platforms; while Russia exposure to global sanctions as a form of 
foreign interference leads to the government toward greater domestic ownership citing the threat of foreign 
ownership. 

The United States’ regulation of Google did not touch on content moderation in the same way as 
Russia’s regulation of Yandex because this issue has been relatively static in the US via Section 230 — an 
amendment to the short-lived anti-online pornography Communications Decency Act of 1996 (Gillespie, 
2018). Whereas most of the act did not survive a Supreme Court challenge, Section 230 did, thus continuing 
to provide ‘safe harbor’ to internet intermediaries, such as internet service providers and platforms. In short, 
Section 230 treats intermediaries like telephone companies, protecting them from liability for the content 
their users’ speech — with the exception of “cases involving federal criminal law, intellectual property law, 
and electronic-communications privacy law” (Gillespie, 2018, p. 222). Though there has been a growing 
recognition that Section 230 may not be the perfect solution for today’s social media platforms, disagreement 
between Democratic and Republican lawmakers “[has] led to policy stasis”, at least in the legislative branch at 
the federal level (Gorwa, 2024, p. 126). State governments have thus began to ‘contest’ platform governance 
regarding content moderation — with Republican-ran states, such as Texas and Florida, passing laws 
combatting alleged ‘censorship’ of conservative voices, while New York state has passed ant anti ‘hateful-
conduct’ bill.6 All three bills are tied up in lawsuits, demonstrating: a) the tech industry’s ability to influence 
regulatory policy; b) the interplay between state governments and the federal government; and c) the 
interplay between the legislative branch and the judicial branch. 

In Russia, on the other hand, the regulation of content moderation was an important goal. This goal 
can be seen in multiple instances: a) the creation of the ‘white list’ of news sources for the Yandex.News 
homepage, which was implemented in 2015; b) the 2016 law “On News Aggregators”, which prompted 
Yandex to drop non-Roskomnadzor-registered outlets from news segments at Yandex.News; and c) post-
invasion laws in 2022 that called for jail sentences for ‘fake information’ about the Russian army. 

A point of commonality between the two governments is that both began to ‘contest’ private 
platform governance after years of trying to ‘convince’ or ‘collaborate’. In the United States, the government 
began to contest because of a change in ‘political will’, as opinion of technology companies has worsened at 
both the elite and public level. The change of opinion at the elite level has led to the appointment of tech-
critical bureaucrats that hold decision-making power, such as Lina Khan in the FTC. In Russia, the move from 
‘convince’ to ‘contest’ may be attributed to two factors: a) a change in ‘political will’ linked to the recognition 
of Yandex and other platforms as strategically important, similar to traditional media; and b) a change in 
‘power to intervene’ via pro-kremlin ownership ties and new laws, both of which accompanied Putin’s 
consolidation of power following his return to the presidency in 2012. 

Google and Yandex’s ability to shape or hinder policy has been curtailed as the US and Russia have 
taken firmer, legally-binding stances. In the US, Google’s influence was at its apex during the Obama 
administration. Official lobbying, unofficial influence campaigns, and the revolving door between Google and 
the federal government contributed to the FTC deciding not to pursue Google over antitrust violations. This 
has changed, and Google has lost one DOJ antitrust lawsuit and faces a number of other lawsuits from both 
state governments and the federal government. Yandex was able to resist attempts to ‘convince’ the company 
to provide a more ‘pro-Russia’ media environment under the Medvedev administration. Even in the 2010s 

 
6 For an overview of the regulatory environment in the US vis-à-vis platforms, see Gorwa, 2024, chapter 7. 
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Yandex and other tech companies were able to influence some aspects of bills before they became laws. 
Yandex lost all ability to resist or influence Russian law after Russia’s invasion, culminating in its break up 
amid relative state capture with the most valuable Ai and FinTech departments relocated through sale to the 
Netherlands. 

Conclusion – Best Practices for Responsible Digital Resilience 
 

Best practices for media literacy, inclusive communicative engagement, and responsible public 
discourse represent the most immediate field through which policy makers must respond to the strategic 
spoiling of the global information order.  Media literacy interventions do work – they create a digital 
resilience that reduces belief in falsehoods and decreases chances of the sharing of misinformation (Huang, Jia 
and Yu 2024). When the disinformation scholarship ponders on solutions to the “disinformation problem”, 
scholars tend to propose two primary solutions. From the top-down, scholars often suggest refining and 
applying antitrust regulation to break up big tech monopolies and media market regulation. From the bottom-
up, the primary solution is digital literacy yet these are often defined in the neoliberal terms of employment 
and labour – rather than literacy in terms of assessing information integrity, sourcing, and validity. The 
argument is that due to the pervasiveness of digital technologies, traditional literacy skills (e.g., reading and 
mathematics) are insufficient today to exercise full citizenship because the web has become the primary means 
by which citizens can access information, communicate, and participate in the system, as well as perform in 
their work, and manage their social lives. As such, states need to empower citizens by facilitating the provision 
of the suite of skills necessary to navigate this new information environment. Digital literacy skills include 
hard skills, such as programming, but also soft skills, such as an understanding of information verification, 
privacy, ethics, and safety. States have adopted digital literacy with varying degrees of success. On average, 
European countries tend to perform better in the digital literacy space. The Finnish and Estonian governments 
particularly have systematically integrated digital literacy in educational curricula and provide funding to 
organizations which provide digital literacy training to traditionally marginalized groups such as the elderly 
and newcomers. There remain some practical challenges to the implementation of digital literacy initiatives.

Figure 1: Comprehensive interventions by domain. 
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 The first challenge is that neoliberal economies do not have incentives to invest resources into 
developing and implementing digital literacy, but they do have incentives to continue investing in digital 
technologies. Moreover, the digital literacy skills in neoliberal systems tend to prioritize digital media 
production skills (i.e., the creation of “marketable skills”) (Notley & Dezuanni, 2019) over critical digital 
literacy skills, i.e., the type of digital literacy needed to become informed as a democratic citizen. The second 
challenge is the actual implementation of digital literacy; in multi-level systems of government like Canada 
and the U.S., with educational mandates at the sub-national level, multiple school boards and 
states/provinces/territories have jurisdiction over curricula, so a top-down, centralized strategy (such as the 
one implemented in Estonia) is difficult. The third challenge is that in some democracies, such as in Denmark 
and Switzerland (‘Thèmes’, 2021), the push for digital literacy integration in schools has been met with push-
back from parents, teachers, and citizen groups which call for the outright banning of technology in the 
classroom. Driven by concerns surrounding screen time and digital addictions, these groups are arguing that 
screens should be banned in schools. The fourth challenge is that the constantly changing technologies make 
it difficult to implement digital literacy initiatives due to the need to update the curricula. However, some 
organisation such as the Future Classrooms Lab in Denmark (Vejledning Til Tek Tjek, 2023), argue that the 
framework for digital literacy remains the same and that through play, curiosity, and use, we can learn to 
question any technology critically by asking questions about its development, intended use, and how it makes 
us feel.  

Finland has been proactive in addressing disinformation and serves as an appropriate case-study for 
the ways in which governments initiatives, education, and media strategies can work cohesively to build 
societal resilience. The Finnish approach to disinformation is largely based on cross-departmental engagement 
and a bottom-up approach that begins with the country’s education system (Miloš & Mlejnková, 2021). Much 
of Finland’s success in countering disinformation is attributed to a combination of high press freedom and 
innovative media literacy policies that include educational and e-participation activities (Horowitz et al., 
2022). Finland is commonly referred to as a “media welfare state,” which is characterized by the notion of 
universal access to content and services ensured by strong public service media as well as institutionalized 
editorial freedom (Horowitz et al., 2022). The Finnish Broadcasting Company (Yle) has devoted coverage 
foreign interference, primarily around Russian disinformation campaigns in Finland, and have several 
documentaries and current affairs series covering information disorder (Horowitz et al., 2022). Finland has 
maintained a relatively ‘neutral media space’ that is free from heavily partisan political reporting which has 
resulted in a positive and generally more trusting relationship between the Finnish population and traditional 
news sources (Bjalo & Papadakis, 2021). Finland’s Council for Mass Media also surveys journalistic practices 
and examines emerging “fake news” trends in recent years (Bjalo & Papadakis, 2021). 

The Finnish government considers its public education system as one of the most critical tools in 
building resistance to information warfare (Charlton, 2019). Finland’s public education system focuses 
heavily on digital and media literacy, providing educational content for its young population as part of its 
revised 2016 curriculum which seeks to prioritize the skills students need to navigate an increasingly complex 
digital landscape (Mackintosh, 2019). Educational initiatives include discussions of false news, internet 
security, journalism ethics and regulations, and accessible online classes for detecting false or biased 
information online (Horowitz et al., 2022). The Finnish Ministry of Education and Culture collaborates with 
the National Audiovisual Institute (KAVI) to strengthen children’s media skills and Finnish fact-checking 
organizations such as Faktabaari (FactBar) “adapts professional fact-checking methods for use in Finnish 
schools” (Charlton, 2019). Meanwhile, government agencies like KAVI work with hundreds of NGOs and 
news media organizations to extend media literacy beyond grade school (Lau, 2023). NGOs such as Helsinki-
based SeniorSurf target specific demographics such as senior citizens and new immigrants by providing one-
on-one digital literacy training (Lau, 2023). Though Finland still faces challenges surrounding societal 
polarization, radicalization fueled by far-right online communities, and persistent Russian disinformation 
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narratives, as a whole, Finnish society is far less vulnerable to these threats. The strong cohesion between the 
Finnish government, civil society initiatives, news media, and the education sector promote the kind of media 
literacy and public awareness necessary to minimize the impacts of disinformation.  

The decentralized nature of the Internet offers users an equal opportunity to generate and disseminate 
content, allowing anyone to ‘push’ information into the virtual sphere as well as ‘pull’ information from a 
diverse and ever-expanding bank of sources (Heinrich, 2011). The push and pull of information online creates 
a unique dynamic where Internet users provide the supply of information while simultaneously serving as the 
demand for information. The supply-and-demand dynamic for information inherently applies to 
disinformation as well. Various actors serve as the supply for disinformation in the virtual sphere including 
actors intentionally disseminating false narratives as well as actors who unknowingly amplify disinformation 
simply by reposting or sharing information online. Meanwhile, due to the ubiquitous nature of 
disinformation, anyone seeking to consume information online implicitly serves as the demand for 
disinformation. 

Freedom of press and independent journalism is necessary for the creation of strong civil societies 
that are resilient to disinformation and the challenges posed by an increasingly saturated information sphere. 
However, journalists cannot counter disinformation alone. Many government responses over the past decade 
have been aimed at tackling the ‘supply-side’ of disinformation, such as efforts to strengthen detection 
analysis, coordinated response to threats, and collaboration with online platforms to tackle, and regulate the 
sources of disinformation (Runcheva Tasev & Apostolovska-Stepanoska, 2019). Although these efforts may 
be effective temporarily, addressing disinformation from the supply side presents long-term challenges. This 
approach assumes a ‘cat-and-mouse’ dynamic that is ultimately ill-suited to the pervasive nature of 
disinformation. In order to build long-term societal resilience to disinformation, there must be a cohesive 
effort to confront the social structure of everyday information seeking – the demand-side of disinformation 
– which understanding the where and how to engage identarian and experiential experiences of media 
consumers, news-avoiders and information seekers – necessitating a whole society engagement through 
cooperation amongst government bodies, civil society organizations, journalists, and academics alike.  
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