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Abstract
I prove that a differentiable vector field is a gradient if and only if its Jacobian is symmetric,

a result which is extended to higher-order tensors. The assumption of C1-differentiability is
relaxed by differentiating under the integral sign without domination (allowed by the particular
formulation of the problem).

Introduction

The Heinstock-Kurzweil integration theory provides necessary and sufficient conditions to be a
derivative (see [1, p.243]). If f : [a; b] → R is HK-integrable then its primitive integral F : x 7→∫ x

a f is differentiable almost everywhere with F ′ = f [1, p.80]. Conversely, if F : [a; b] → R
is differentiable with at most countably exceptions then its derivative F ′ is HK-integrable with
F (x) = F (a) +

∫ x
a F ′ for all x ∈ [a; b] [1, p.60]. Cantor’s function shows that almost-everywhere

differentiability does not suffice [1, p.67]. However, in multivariable calculus the question is not
only about "smoothness", but also about "shape": some symmetry is required (and sufficient
when continuous). This "shape" condition being already known, the main contribution of this
work is to drop the assumption of continuity for the differential in the converse implication.

Results

Theorem 1. Let O ⊂ Rd open and V : O → Rd differentiable.
Then, V is the gradient of a functional on O if and only if JV (x) is symmetric for all x ∈ O.
As a reminder, a matrix function is a Jacobian if and only if all its rows are (transposed) gradients.

Corollary 2. A matrix function is a Hessian if and only if its rows are (transposed) gradients and
the matrix images are symmetric, i.e it is a symmetric Jacobian.

Theorem 1 extends to the next orders.
Theorem 3. Let O ⊂ Rd open, and T : O → Rd1×···×dk−1×d differentiable.

Then, T is the derivative of a (k − 1)th-order tensor on O if and only if the matrices
dT (x)i1,...,ik−1 are symmetric for all (i1, . . . , ik−1) ∈

∏
1⩽j⩽k−1J1; djK and x ∈ O.

Theorem 4. Let O ⊂ Rd open and T : O → Rd×···×d differentiable.
Then, T is the kth-derivative of a functional on O if and only if the tensors T (x) and dT (x)

are symmetric for all x ∈ O.
Remark 5. Vector fields, which are one-sided, are already symmetric, hence a single symmetry
condition in Theorem 1.
Remark 6. In all the above results, differentiability can be considered on the complementary of
a countable set. However, it cannot be relaxed by considering finite differences.

The most basic case is that of matrices (2nd-order tensors).
Corollary 7. Let O ⊂ Rd open and M : O → Rd×d differentiable.

Then, M is the Hessian of a functional on O if and only if M(x) and dM(x) are symmetric
for all x ∈ O.
Remark 8. Nor the symmetry of the images of M nor that of its derivative’s alone are sufficient
conditions.

Being a Hessian is not preserved by basic function operations.
Remark 9. The square of a Hessian is not necessarily a Hessian.
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Proof of Clairaut’s theorem (a.k.a Schwarz’)

The direct implication of Theorem 1 is known as Clairaut’s theorem.

Theorem. Let O ⊂ R2 open, f : O → R differentiable, and (u, v) ∈ O such that f is twice
differentiable at (u, v). Then,

∂1∂2f
∣∣
(u,v) = ∂2∂1f

∣∣
(u,v).

Proof. We proceed as in [9], [3, p.175]. We prove that
1
t

ï
f(u + t, v + t) − f(u, v + t)

t
− f(u + t, v) − f(u, v)

t

ò
−→
t→0

∂1∂2f
∣∣
(u,v). (1)

Noting that the sum of the numerators can be re-formulated as[
f(u + t, v + t) − f(u + t, v)

]
−
[
f(u, v + t) − f(u, v)

]
,

this suffices to prove the result by switching the order of the arguments.

A natural approach might be to apply the mean-value theorem at each fraction of the left-
hand term in (1), which yields terms in ∂1f , before using the definition of differentiation to obtain
∂2∂1f |(u,v) (and ∂1∂2 with the re-formulation). The approximations can be bounded using the
mean-value inequality but such an approach uses the continuity of the second-order differential
(and in particular the fact that it is defined on a neighborhood).

Instead, consider for all t small enough the function defined on a common neighborhood of 0
by

gt(s) := f(u + t, v + s) − f(u, v + s),
so that the left-hand term in (1) corresponds to (gt(t)−gt(0))/t2. For any such t the mean-value
theorem provides the existence of εt ∈ (0, t) such that

gt(t) − gt(0)
t

= g′
t(εt) = ∂2f |(u+t,v+εt) − ∂2f |(u,v+εt). (2)

Moreover, by the definition of the differential,
∂2f |(u+t,v+εt) = ∂2f |(u,v) + ∂1∂2f |(u,v) × t + ∂2∂2f |(u,v) × εt + o(|t| + |εt|).

Similarly,
∂2f |(u,v+εt) = ∂2f |(u,v) + ∂2∂2f |(u,v) × εt + o(|t| + |εt|).

Plugging into (2) yields, noting that |εt| ⩽ |t|:
gt(t) − gt(0)

t
= ∂1∂2f |(u,v) × t + o(t),

and hence the result when t goes to 0 in (1).

We now prove the converse implication of Theorem 1.

2



Proof of Theorem 1

We start with the case O star-shaped [7], i.e there exists x⋆ ∈ O such that [x⋆; x] ⊂ O for all
x ∈ O. Without loss of generality we can assume that x⋆ = 0. Define then for all x ∈ O (it must
be that by the fundamental theorem of calculus):

f(x) :=
∫ 1

0
V (tx)⊤x dt.

If we can differentiate under the integral sign (for instance when JV is continuous), then

∇f(x) =
∫ 1

0
tJV (tx)⊤x dt +

∫ 1

0
V (tx) dt, (3)

where integrating by parts provides∫ 1

0
V (tx) dt =

[
tV (tx)

]1

0
−

∫ 1

0
tJV (tx)x dt. (4)

Using the symmetry of the Jacobian, plugging into (3) yields ∇f(x) = V (x).
We now drop the assumption that O is star-shaped. Since we can consider the connected

components of O separately, they are indeed open and disjoint, we assume that O is connected.
Write using Lemma 12 in appendix:

O = ∪
n∈N

B (xn, rn) .

We define f on ∪n⩽N B (xn, rn) by induction on N ∈ N. The first part of the proof provides
the initialization. When adding the N + 1th ball, with some arbitrary x⋆ in the intersection with
∪n⩽N B (xn, rn) (see Lemma 12), we define on the new ball:

f(x) := f(x⋆) +
∫ 1

0
V (x⋆ + t(x − x⋆))⊤(x − x⋆)dt.

This function is well-defined on the intersection where it must already satisfy this equality by the
fundamental theorem of calculus and the inductive hypothesis that V = ∇f .

We now prove that we can write ∇f = V with the only assumption that V is differentiable.
We want to be able to differentiate under the integral sign. But even for the integrals to be
defined, we need to consider a generalization of the Riemann integral: the Heinstock-Kurzweil
integral (or Denjoy’s or Perron’s integral [1]), which has the desirable property that any derivative
of a univariate function is integrable (see [1, Theorem 4.5] for instance). Note that it does not
extend to multivariate functions (see [6, Exemple 4] for a differentiable function g : R2 → R such
that ∂2g is not integrable on [0; 1] in the first variable). We must thus proceed coordinate-wise.

The key is the following lemma [10, Corollary 8-ii]. We introduce a particular case since on
a line segment, differentiability with at most countable exceptions implies being ACG* (see [10,
p.3], or [1, Theorem 4.7, Theorem 14.22] for a proof).
Lemma 10. Let g : [s1; s2] × [0; 1] ⊂ R × R → R such that

(i) g(·, t) is differentiable on [s1; s2] for all t ∈ [0; 1],
(ii)

∫ 1
0 ∂sg(·, t)dt is continuous on [s1; s2],

(iii) we can write for all [s′
1; s′

2] ⊂ [s1; s2]:∫ 1

0

∫ s′
2

s′
1

∂sg dsdt =
∫ s′

2

s′
1

∫ 1

0
∂sg dtds.

Then we can differentiate under the integral sign: on ]s1; s2[,

∂s

ï∫ 1

0
g(·, t) dt

ò
=

∫ 1

0
∂sg(·, t) dt.
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Let x ∈ O and i ∈ J1; dK. For all s ∈ R write xs := x−xiei+sei (we replace the ith-coordinate
by s). Define then for all s in a neighborhood ]s1; s2[ of xi and t ∈]0; 1[:

g(s, t) := V (txs)⊤xs,

so that for all t ∈ [0; 1] and s ∈ [s1; s2] we can write

∂1g(·, t)|s =
î
tJV (txs)⊤xs + V (txs)

ó
i
. (5)

Let [s′
1; s′

2] ⊂ [s1; s2].
The first integral in Lemma 10’s assumption (iii) is well-defined and equal to [1, p.59]:∫ 1

0

∫ s′
2

s′
1

∂1g dsdt =
∫ 1

0

(
g(s′

2, t) − g(s′
1, t)

)
dt

=
∫ 1

0

Ä
V (txs′

2
)⊤xs′

2
− V (txs′

1
)⊤xs′

1

ä
dt. (6)

Regarding the second integral in the assumption, we must first prove that it is well-defined, and
in particular the integral in t. The function t 7→ V (txs) in (5) is continuous hence integrable,
but t 7→ tJV (txs)⊤xs is not a priori (see [6, Exemple 4]). The trick is that for all s ∈ [s′

1; s′
2] the

function t 7→ V (txs) has for derivative t 7→ JV (txs)xs, and integrating by parts with t 7→ t for
second function allows to write (see [1, Theorem 4.19]):∫ 1

0
tJV (txs)xsdt = [tV (txs)]10 −

∫ 1

0
V (txs)dt. (7)

Plugging into (5) and using the symmetry of the Jacobian we deduce∫ s′
2

s′
1

∫ 1

0
∂1g dtds =

∫ s′
2

s′
1

∫ 1

0

î
tJV (txs)⊤xs + V (txs)

ó
i
dtds =

∫ s′
2

s′
1

V (xs)ids. (8)

With (6) and (8) the integral assumption in Lemma 10 becomes∫ 1

0

Ä
V (txs2)⊤xs2 − V (txs1)⊤xs1

ä
dt =

∫ s′
2

s′
1

V (xs)ids.

It only involves V and no derivatives of V , and can be written equivalently with Riemann integrals
since V is continuous [1, p.14]. This integral equation is satisfied when V is C1-differentiable
by the classical theorems of interchange. Otherwise, the Stone-Weierstrass theorem allows to
uniformly approximate V by C1-differentiable functions, that will necessarily satisfy this equation,
and so will V by uniform convergence under the integral sign. Assumption (iii) thus holds. Using
(7) and the symmetry of the Jacobian also proves that assumption (ii) holds. We can then use
Lemma 10 to establish (3) coordinate-wise:

∂if(x) = ∂i

ï∫ 1

0
V (t·)⊤ · dt

ò
(x) = ∂s

ï∫ 1

0
g(·, t)dt

ò
(xi)

=
ï∫ 1

0
∂sg(·, t)dt

ò
(xi) =

∫ 1

0
[tJV (tx)x + V (tx)]i dt.

The integration by parts (4) has been proved in (7), hence ∇f(x) = V (x).
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Proof of Corollary 2

To begin with, a Hessian is a Jacobian, symmetric by Clairaut’s theorem.
Conversely, a symmetric Jacobian is the derivative of a vector field that satisfy the conditions

of Theorem 1, i.e is a gradient.

Proof of Theorem 3

The theorem informs whether there exists or not some differentiable tensor function Γ : O ⊂
Rd → Rd1×···×dk−1 such that dΓ = T on O. This can be brought down to d1 × · · · × dk−1
independent conditions on vector fields Vi1,...,ik−1 with ij ∈ J1; djK for all j ∈ J1; k − 1K (see
Appendix). It then suffices to apply Theorem 1 to each of them.

Proof of Theorem 4

The direct implication follows inductively from Clairaut’s theorem and is well known. We prove
the converse by induction [2].

To begin with, the symmetry of dT (x) proves that T is the derivative of a (k − 1)th-order
tensor-valued function Γ on O by Theorem 3. Moreover, the fundamental theorem of calculus
allows to write for all [x; y] ⊂ O:

Γ (y) − Γ (x) =
∫ 1

0
T (x + t(y − x)) × (y − x)dt.

Since T (x + t(y − x)) is symmetric for all t ∈ [0; 1], and thus T (x + t(y − x)) × (y − x), if Γ (x) is
symmetric then Γ (y) is too. Since Γ is defined within an additive constant, we can thus choose
Γ symmetric by setting for each connected component of O a symmetric image (one may then
verify that the set of points with a symmetric image is both open and closed in this connected
component). This allows to proceed by induction until Γ is a vector field, when Theorem 1
concludes the proof.

Proof of Remark 6 (countable set)

Lemma 10 is actually stated in [10, Corollary 8-i] with differentiability everywhere except on a
countable set, and the HK-integration theorems we use are extended for that in [1, Theorem 4.7,
Theorem 12.2.b].

Counterexample for Remark 6 (finite differences)

Consider the vector field defined on R2 by V (u, v) := (v2, 2uv), which is the gradient of
f : (u, v) 7→ uv2. Comparing the finite differences for V1 and V2 instead of ∂2V1 and ∂1V2
amounts to considering for all h, k ∈ R∗,

V1(u, v + k) − V1(u, v)
k

and V2(u + h, v) − V2(u, v)
h

= (v + k)2 − v2

k
= 2(u + h)v − 2uv

h
= 2v + k = 2v.

Equalities as necessary conditions thus require to take the limit when k → 0 (i.e differentiating).
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Counterexample for Remark 8 (symmetry of M)

Symmetry does not even guarantee to be a Jacobian. Consider for example the matrix function

M : (u, v) 7→
Å

u 0
0 u

ã
.

The vector field of the last row, defined on R2 by V (u, v) := (0, u), has for Jacobian ( 0 0
1 0 ) and

therefore is not a gradient by Theorem 1.

One can also compute the vector field W : (u, v) 7→
∫ 1

0 M(0 + t(u, v)) × (u, v)dt and check
that its Jacobian JW is not equal to M . If M was the Jacobian of a vector field, then by the
fundamental theorem of calculus it would be equal to W within an additive constant, and thus
have for Jacobian both JW and M .

Counterexample for Remark 8 (symmetry of dM)

The condition of symmetry for the images of M is necessary by Clairaut’s theorem. It is not
met by the constant matrix function equal to ( 0 1

0 0 ), even if it has a null, and thus symmetric,
derivative.

Counterexample for Remark 9

Consider the function f(u, v) = u2v
2 , such that

∇2f(u, v) =
Å

v u
u 0

ã
and M(u, v) :=

[
∇2f(u, v)

]2 =
Å

u2 + v2 uv
uv u2

ã
.

The matrix function M has symmetric images but its tensor derivative has not:
∂1M12|(u,v) = v and ∂2M11|(u,v) = 2v.

Without using tensors, only vectors and matrices as in Corollary 2, this also proves by Theorem 1
that the matrix function M is not even a Jacobian.
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Discussion

Helmholtz’s decomposition

Helmholtz’ decomposition, when it does exist, splits a vector field into the sum of a conservative
and of a solenoidal vector field. It is of significant importance in electrodynamics for instance
(in particular for the integral characterizations of these properties). The fundamental theorem of
vector calculus provides sufficient conditions for the existence of such a decomposition [4, 5, 8].

As a reminder, a conservative vector field is the gradient of a functional, which is characterized
in Theorem 1 by a symmetric Jacobian, and a solenoidal vector field is a divergence-free one,
which is characterized by a Jacobian of null trace.

In order to guarantee the symmetry condition in Theorem 1, one could be tempted to consider
the symmetric-antisymmetric decomposition of Jacobians to obtain Helmholtz’ decompositions.
It is indeed well-known that any square matrix M can be written M =: S + A with S symmetric
and A antisymmetric, and in particular of null trace, by considering

S := M + M⊤

2 and A := M − M⊤

2 .

However, as pointed out in Remark 8, the symmetry of the images of a matrix function alone
does not suffice to be a Hessian, and this approach does not necessarily work for non-linear vector
fields. Consider the counterexample defined on R2 by

V (u, v) :=
ï
u2/2 + v2/2

−uv

ò
.

One can verify that V admits a Helmholtz’s decomposition V = ∇f + W with

f : (u, v) 7→ u3

6 + u2v

2 − uv2

2 − v3

6 and W : (u, v) 7→ (−uv + v2,
v2 − u2

2 ).

However,

JV (u, v) =
Å

u v
−v −u

ã
and S(u, v) = JV (u, v) + JV (u, v)⊤

2 =
Å

u 0
0 −u

ã
,

which is not the Jacobian of a conservative vector field (see previous section).

As a remark, the differentiable vector fields that are both conservative and solenoidal are
the gradients of harmonic functions. Helmholtz decompositions are thus unique within addition-
substraction of such vector fields.

Regularity

Theorem 1 shows that symmetry is a kind of regularity property, in particular to go back in
differentiation orders (the vector field must be sufficiently structured for that).

Note also on the other hand that if a conservative vector field has the property to be solenoidal,
then this makes it infinitely differentiable (as the gradient of a harmonic function).
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Appendices

Differential

Let (E, ∥·∥E) and (F, ∥·∥F ) be two Banach spaces, O ⊂ E open and f : O → F.
The function f is said to be differentiable at some x ∈ O if there exists a continuous linear

function g : E → F such that
f(x + h) =

h→0
f(x) + g(h) + o(h).

(Note that linear functions in finite dimensions are necessarily continuous.) If this holds then we
define the differential of f at x as dfx := g, so that

f(x + h) =
h→0

f(x) + dfx · h + o(h).

We say that f is differentiable on O if it is at all x ∈ O, and we then define the differential of f
on O as the function

df : E −→ L(E, F)
x 7−→ dfx,

where L(E, F) denotes the set of continuous linear functions from E to F.

The differential of the differential is then a function from E to L(E, L(E, F)), and its differ-
ential (the third-order one) from E to L(E, L(E, L(E, F))). We assimilate the codomain of the
nth-order differential with Ln(E × · · · × E, F) the set of continuous multilinear functions from En

to F.

In light of the next appendix’ last remark, in finite dimension we can in turn assimilate each
function dnfx with a tensor, which contains the partial derivatives of order n with respect to the
corresponding coordinates.

If the vector field is K = R or C, and E is Hilbert (i.e endowed with an inner product <, >),
we can also use Riesz’ representation theorem.

For example, Riesz’ representation theorem provides that the linear functions g : Rp → R are
uniquely determined by a (the) vector v ∈ Rp such that g(h) = v⊤h for all h ∈ Rp. When applied
to the differential of a functional f at some x, this allows to define the gradient of f at x as the
v =: ∇f(x) such that dfx · h = ∇f(x)⊤h for all h ∈ Rp, i.e

f(x + h) = f(x) + ∇f(x)⊤h + o(h).

The differential can be assimilated with the gradient function x 7→ ∇f(x), whose ith-coordinate
is the derivative along ei (the partial derivative ∂if with respect to the ith-coordinate).

In the case of a multivariate and vector-valued function V : Rp → Rq this yieldsV1(x + h)
...

Vq(x + h)

 =

V1(x)
...

Vq(x)

 +

Ö
∇V1(x)⊤

...
∇Vq(x)⊤

è
× h + o(h),

which writes
V (x + h) = V (x) + JV (x)h + o(h),

and we can assimilate the differential with the Jacobian matrix.
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Tensors

Tensors extend the definition of scalars, vectors and matrices to higher orders:

[2],

 4
−5
2

 ,

ï
6 9 5

−2 1 −7

ò
,

5 6
7 8

[ ]
1 2
3 4

[ ]
,

so that a scalar is a 0th-order tensor, the above vector is a 1st-order tensor of dimension 3, the
above matrix is a 2nd-order tensor of dimensions (2, 3), and the last object is a 3rd-order tensor
of dimensions (2, 2, 2).

A symmetric tensor is a tensor invariant by permuting the dimensions’ ordering (as for matrices
when swapping i and j).

The canonical matrix product can be generalized to tensors. For example in

5 1 1
−4 0 −1

  ∈ R�2×3

R4×�2 ∋

4 5
7 8
3 5
1 1




0 4 −1
3 7 −1

−5 3 −2
1 1 0


 ∈ R4×3,

each new coefficient is a scalar product (as in the multiplication of a vector by a matrix and,
trivially, in the scalar product of two vectors). The inner product of a 3rd-order tensor and a
vector is then defined as ï

3
2

ò
∈ R�2

R2×3×�2 ∋ 1 3 1
1 0 1

[ ]
1 0 2
1 1 2

[ ] ï
5 6 8
5 3 8

ò
∈ R2×3,

and that of a 3rd-order tensor and a matrix asï
3 1 2 0
2 1 2 3

ò
∈ R�2×4

R2×3×�2 ∋ 1 3 1
1 0 1

[ ]
1 0 2
1 1 2

[ ] 3 9 3
3 0 3

[ ]
4 6 6
8 2 6

[ ]
2 3 3
2 1 3

[ ]
5 6 8
5 3 8

[ ] ∈ R2×3×4.
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One may argue that with those visualizations, the inner product correctly displays the initial
and final dimensions, but do not visually conserve orders and dimensions as with matrices (for
example, in the product of a 3rd-order tensor with a matrix, the dimension 4 starts as a width
and ends up as a depth). We can change perspectives with a permutation of the dimensions to
represent those products asï

3
2

ò ï
3 1 2 0
2 1 2 3

ò
1 1
1 0
2 1


1 1

0 3
2 1




5
3
8


5

6
8


 and

1 1
1 0
2 1


1 1

0 3
2 1




5 2 4 3
3 1 2 0
8 2 6 3


5 2 4 3

6 3 6 9
8 3 6 3


 .

On the other hand, such a visualization is not clear anymore regarding how dimensions evolve:
the represented 3rd-order tensor has dimensions (3, 2, 2), the vector (2), and the resulting tensor
(3, 1, 2), whereas for the second product, dimensions (3, 2, 2) and (2, 4) produce a tensor of
dimensions (3, 4, 2).

The inner product is defined for all n, m ∈ N∗ and p1, . . . , pn−1, d, q2, . . . , qm ∈ N∗ by:
Fp1×···×pn−1×d × Fd×q2×···×qm −→ Fp1×···×pn−1×q2×···×qm

(R, S) 7−→ T := R × S such that TIJ = R⊤
I SJ

for all (I, J) ∈
n−1∏
i=1

J1; piK ×
m∏

j=2
J1; qjK.

The order of the resulting tensor is the sum of the arguments’ orders minus 2 since the common
dimension (the last one of the first tensor and the first one of the second tensor) disappears by
the computation of the scalar products.

When applied between a tensor and a vector, the inner product reduces the order of the tensor
by 1. For all T ∈ Fd1×···×dk , the multiplication with k vectors (to obtain a scalar) is then defined
as the multilinear functional

T : Fd1 × · · ·Fdk −→ F
(v1, . . . , vk) 7−→ T (v1, . . . , vk) = (T × vk) × · · · × v1

=
∑

1⩽i1⩽di
1⩽ik⩽dk

Ti1,...,ik
× [v1]i1 × · · · × [vk]ik

.

It appears in the sum that computing the product in any order does not affect the result (starting
with T and an arbitrary vi with di for common dimension).

Conversely, in finite dimensions all multilinear functions can be expressed via a tensor (see the
above sum).
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Open sets

Lemma 11. An open set of Rd can be written as a countable union of open balls.

Proof. Let x ∈ O and r ∈ Q ∩ (0; +∞) such that B (x, r) ⊂ O. By the density of the rational
numbers in the real numbers there exists q ∈ Qd∩B (x, r/2), so that x ∈ B (q, r/2) ⊂ B (x, r) ⊂ O.

Lemma 12. A connected open set of Rd can be written as a countable union of open balls that
successively intersect the union of the previous ones.

Proof. By Lemma 11 we can write O =: ∪n∈NB (xn, rn). Starting with φ(0) := 0, we define by
induction, while it is possible:

φ(n + 1) := min{k ∈ N∖ φ(J0; nK) : B (xk, rk) ∩ ∪
i∈φ(J0;nK)

B (xi, ri) ̸= ∅}.

Moreover, since
O = ∪

n∈Im φ
B (xn, rn) ⊎ ∪

n∈N∖Im φ
B (xn, rn)

is a disjoint union of open sets, it must be that Im φ = N. Therefore,
O = ∪

n∈N
B
(
xφ(n), rφ(n)

)
,

where by construction each ball intersects the union of the previous balls (those with lower indices).
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